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CHAPTER 1 

GENERAL INTRODUCTION 
 

General abstract 

The field of human-robot interaction (HRI) has evolved significantly since 

the late 1990s, witnessing the development of social robots capable of 

engaging with humans on a social level. These robots, ranging from Roomba 

vacuum cleaner to Ishiguro’s Geminoid, have found applications in domestic 

work, caregiving, education, therapy, entertainment, and customer service. 

Despite these advances, challenges remain in designing robots capable of 

understanding and responding to dynamic and ambiguous human social 

behaviors. Designing robots that understand and respond appropriately to 

dynamic, context-dependent, and often ambiguous social behaviors is still a 

significant hurdle. Achieving truly human-like social interaction remains a 

technical challenge with potential psychological implications. 

In everyday interactions, the success of social exchanges depends critically 

on a uniquely human capacity: social cognition. Social cognition 

encompasses a range of psychological and neuropsychological processes that 

underlie individuals’ ability to make sense of their own and others’ behavior, 

including embodied cognition and social metacognition. Embodied cognition 

emphasizes the role of bodily experiences, perceptions, and actions in shaping 

cognitive processes. This perspective suggests that our understanding of 

concepts and the world is grounded in the way our bodies physically engage 

with and experience the environment. On the other hand, social metacognition 

refers to the ability to reflect on and understand one’s own and others’ mental 

states, allowing individuals to interpret social cues, understand the 

perspectives of others, and adjust their behavior accordingly.  

The present work proposes a comprehensive investigation of HRI through an 

integrated approach to social cognition mediated by both embodied 

dimension and social metacognition, focusing on two macro objectives: 

determining the behaviors for humanoid robots to be considered social agents, 

and understanding the psychological mechanisms essential for successful 

human-robot interactions. The conceptual framework follows the 
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chronological progression of a child’s developmental stages – from motor 

resonance to higher-order cognitive skills – and provides a basis for an in-

depth examination of social cognition in the context of HRI. In conclusion, 

the three studies discussed here explore key dimensions of HRI and social 

cognition. Chapter 2 examines action understanding in preschool children, 

focusing on the activation of mirroring motor chains. Chapter 3 explores 

ostensive communication, critical to early human development, and its 

potential application to humanoid robots, contributing to human-robot 

communication and trust. Chapter 4 applies the Theory of Mind to robot 

interactions by introducing the Attribution of Mental States Questionnaire 

(AMS-Q) for several non-human entities. This thesis represents a critical 

exploration of the intricate dimensions within HRI by delving into the realm 

of social cognition.  As the chapters unfold, they offer insights into action 

understanding, ostensive communication, and Theory of Mind, each 

contributing to a holistic understanding of how robots can evolve into genuine 

social agents. 

 

Introduction 

The inherent sociability of humans is a cornerstone of existence, driving the intricate web of 

connections that define our lives. Since the dawn of civilization, humans have formed bonds 

and relationships, creating a tapestry of interactions that shape our understanding of ourselves 

and others. This fundamental need for sociability stems from our evolutionary heritage, as 

social interactions provide survival benefits, cooperative strategies, and shared resources. 

Beyond mere survival, our innate drive for companionship fulfills emotional, psychological, 

and cognitive needs, contributing to our well-being and personal growth (Tomasello, 2014). 

Social relationships have an impact on shaping our identity, influencing our behavior, and 

ultimately forming the narrative of our shared human experience.  

Throughout the history of mankind, there has been an enduring fascination with human 

simulation. This intrinsic curiosity has taken various forms, from the statues of ancient Egypt 

over 2,000 years ago to the pioneering creation of the first androids in the 19th century. This 

journey culminates in the development of cognitive robots with the ability to plan, reason, 

manipulate, and the subsequent addition of ‘social skills’. The need for these robots to have 

social skills depends on the specific requirements of their application domains. For example, 

robots working in a factory may not require social skills. Conversely, a robot that delivers mail 
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in an office and regularly interacts with customers will require the integration of social skills to 

facilitate smoother human-robot interactions. Similarly, a robot that serves as a home 

companion for the elderly or assists people with disabilities will require an extensive repertoire 

of social skills to ensure its acceptance by humans. The study of social skills in robots can be a 

rewarding exercise in the study of mechanisms of social cognition. Broadly defined, social 

cognition encompasses a set of neurocognitive processes that underlie the individual’s ability 

to make sense of their own and others’ behavior (Kunda, 1999). Delving deeper into this field 

reveals the mechanisms enabling us to decipher the thoughts, emotions, and intentions of others 

while shaping our own social responses. This multifaceted skill relies on the development of a 

variety of abilities, ranging from decoding perceptual social cues, such as faces and emotional 

expressions, to making inferences about the mental or emotional states of others, to making 

decisions that are consistent with social norms, the well-being of others, and specific social 

contexts. Ultimately, social cognition refers to individuals’ efforts to interpret human actions. 

Consider the following passage from the novel “I Baffi” by the French author Emmanuel 

Carrère. 

“But this was precisely what surprised him: she didn’t seem surprised at all, 

not even for a second, just enough time to compose herself and assume a 

natural air. He had looked at her closely the moment he had seen her, as she 

placed the record back in its case: she hadn’t blinked, hadn’t changed her 

expression, nothing, as if she had all the time in the world to prepare for the 

show that awaited her. Of course, one could argue that he had warned her; 

Agnès had even said, laughing, that it would be a good idea. It was impossible 

to imagine that she had taken it seriously, that she had gone grocery shopping 

thinking to herself, « When I see him, I'll have to act as if nothing's wrong. » 

On the other hand, if she hadn’t expected it, her composure was even less 

credible.”1 (E. Carrère, I Baffi, 1986, page 17).  

 
1 “Ma era proprio questo a stupirlo: non era affatto sembrata sorpresa, neanche per un secondo, il tempo di 

ricomporsi, di assumere un’aria naturale. L’aveva guardata bene nell’istante in cui l’aveva visto, mentre 

rimetteva il disco nella custodia: non aveva battuto ciglio, non aveva cambiato espressione, niente, come se avesse 

avuto tutto il tempo di prepararsi allo spettacolo che l’aspettava. Certo, si sarebbe potuto obiettare che l’aveva 

avvisata, Agnès aveva perfino detto, ridendo, che sarebbe stata una buona idea. Impossibile immaginare che 

l’avesse preso sul serio, che avesse fatto la spesa dicendosi: si sta radendo i baffi, quando lo vedo dovrò fare come 
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[Personal translation of the text from Italian into English; original text in 

footnote]. 

The novel centers on a recurring theme: the husband’s decision to shave off his mustache 

and the wife’s adamant denial that he ever had one. This peculiar motif weaves its way through 

the narrative, leaving us to ponder whether the mustache-less protagonist is descending into 

madness or is the victim of a plot concocted by his wife to drive him mad. In this excerpt, the 

character discusses the understanding of his wife’s behavior based on her actions, emotional 

expressions, words, and gestures. We witness the husband’s desperate efforts to decipher his 

wife’s behavior by observing and interpreting these cues to deduce underlying thoughts, 

feelings, and intentions in a relentless pursuit to catch her in the act and reveal her elaborate 

prank. The protagonist constructs his interpretations of his wife’s actions by meticulously 

decoding the social perceptual cues he scrutinizes in her, such as her facial expressions, as well 

as inferences about her mental and emotional states and the prior knowledge he possesses about 

her. Both husband and wife rely on their own observations and interpretations of each other’s 

actions to make judgments and delve into each other’s thoughts, feelings, and intentions. These 

intricate psychological processes, woven throughout the novel, serve as a reflection of the 

protagonist’s social cognition, which is essential for successful relationships. This excerpt 

highlights the intricate mechanisms at play in human social interactions, including the ability 

to perceive social cues, share experiences, infer the thoughts and emotions of others, and 

manage emotional responses. These skills are central to understanding the emotions, 

perspectives, and mental states of individuals, and to interpreting, explaining, and predicting 

behaviors. Notably, these cognitive abilities not only facilitate interaction between humans but 

also extend to non-living agents such as social robots (Nass & Moon, 2000). Social robots are 

specifically designed to serve as human assistants and companions, playing roles in healthcare 

and everyday life. Their functions include fostering collaboration in the workplace or providing 

assistance in various settings such as homes, airports, and supermarkets. In these dynamic 

environments, social robots will be expected to engage in reciprocal social interactions. While 

these robots may be able to perform useful actions in complex and social contexts, the critical 

challenge is whether people will accept them and willingly engage with them. This remains a 

key issue for the successful integration of robots into a human-centered perspective. 

 
se niente fosse. D’altra parte, se non se l’aspettava, il sangue freddo di cui aveva dato prova, era ancora meno 

credibile”. (E. Carrère, I Baffi, 1986, page 17). 
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The Human-Robot Interaction  

Human-robot interaction (HRI) is a young field currently undergoing a phase of unrest. Since 

the development of KISMET, one of the first social robots, at the MIT Media Lab in the late 

1990s, significant progress has been made toward engineering robots capable of engaging 

humans on a social level. The new millennium has witnessed the emergence of increasingly 

autonomous humanoids, such as ASIMO in 2000, one of the pioneering humanoids capable of 

walking on legs and feet (Hirai et al., 1998; Sakagami et al., 2002). The concept of social robots 

encompasses fully or partially automated technologies that can understand, interpret, and 

respond to human social cues, including gestures, facial expressions, speech, and even 

emotional states. Social robots often take the form of humanoids resembling the human body 

and connect to online platforms to enhance their functionalities, incorporating voice and 

emotion recognition, human face recognition, and other artificial intelligence-related 

capabilities. These robots are designed to interact with humans in a more natural and human-

like manner, enabling assistance in various tasks such as caregiving for the elderly, education, 

therapy, entertainment, and customer service (Breazeal et al., 2016; Broadbent et al., 2009).  

 

Over the years, research in HRI has led to the development of different robots with 

varying degrees of social capabilities. Some of these robots can maintain eye contact, 

comprehend and generate speech, display emotional expressions, and adjust their behavior 

based on user responses. Examples include SoftBank’s NAO and Pepper, as well as Luxai’s 

QT Robot, each with its unique set of capabilities and applications. Social robots have 

transitioned from industrial settings (e.g., factories) to public domains (e.g., hospitality, 

healthcare, and educational) and even domestic environments (Fan et al., 2017; Robinson et al., 

2014; Severinson-Eklundh et al., 2003; Young et al., 2009). The application of educational 

robotics holds immense potential, especially considering the challenges posed by aging 

populations in most countries, which have implications for healthcare, family structures, and 

financial markets. Social robots have the potential to address some of the challenges in service 

settings, particularly if they can exhibit human-like behavior (Čaić et al., 2019; Di Dio et al., 

2020a; Manzi, Di Dio, et al., 2021). For these reasons, the understanding of human-robot 

interaction is a challenge that is more relevant than ever. Social interaction has been recognized 

as one of the ten grand challenges facing the field of robotics (Yang et al., 2018). This challenge 

stems from the complexity of human social behaviors, characterized by nuances, context, and 

cultural differences. Designing robots capable of seamlessly engaging in social interactions 
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requires a multidisciplinary approach that combines expertise in robotics, psychology, 

cognitive science, neuroscience, and more. Despite the progress achieved, the field of HRI 

continues to face challenges and uncertainties. Firstly, human social interaction is highly 

dynamic, context-dependent, and often ambiguous. Designing robots that can understand and 

appropriately respond to these complexities remains a challenge. Moreover, ethical issues 

related to privacy, autonomy, and the potential displacement of human jobs need to be 

addressed. Despite advances in AI and robotics, achieving truly human-like social interaction 

remains a technical challenge. Robots may struggle to comprehend subtle cues or adapt to 

unexpected situations. Additionally, there are psychological concerns: understanding how 

humans perceive and react to robots is crucial for successful interactions. An example is the 

uncanny valley effect, where robots that closely resemble humans but not entirely, can evoke 

discomfort  (MacDorman & Ishiguro, 2006; Mori, 1970; Mori et al., 2012). Just think of 

Geminoid or Erika from ATR Hiroshi Ishiguro Laboratories. Therefore, it has been suggested 

that the design of a social robot should balance humanness, which facilitates social interaction, 

with a degree of robot-ness, to prevent users from developing false expectations about the 

robot’s emotional capabilities (DiSalvo et al., 2002). This claim is closely related to the concept 

of anthropomorphism, namely the tendency to attribute human characteristics, both physical 

and psychological, to non-human agents (Duffy, 2003; Epley et al., 2007). Anthropomorphism 

profoundly shapes the dynamics of human-robot interactions, influencing how individuals 

perceive and engage with robotic entities. The tendency to ascribe human-like characteristics 

to robots can have a significant impact on these interactions, both positive and challenging. 

Positively, anthropomorphic design elements such as humanoid appearance or facial 

expressions increase user engagement and acceptance (van Pinxteren et al., 2019). The 

familiarity of anthropomorphic robots often makes them more approachable and encourages 

more natural interactions (Złotowski et al., 2015). In addition, these design features contribute 

to the effective communication of social signals, allowing users to interpret the robot’s 

intentions through familiar cues such as gestures and expressions (Fiore et al., 2013). On the 

other hand, mismatches between anthropomorphic expectations and a robot’s actual capabilities 

can lead to communication breakdowns and misunderstandings during interactions, leading to 

potential disappointment (de Sá Siqueira et al., 2023; Ye et al., 2019). Design choices need to 

be carefully considered, taking into account how anthropomorphic features can contribute to 

relatability without creating unrealistic expectations. The improvement of robot-human 

interaction would benefit significantly from the inclusion of human-like motor resonance in the 

robot’s behaviors (Chaminade & Cheng, 2009). Moreover, if robots are intended to serve as 
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social companions, they should activate brain mechanisms of social cognition, akin to those 

triggered when humans interact with each other (Wiese et al., 2017). These mechanisms include 

joint attention (Charman et al., 1997; Moore et al., 2014), perspective-taking (Samson et al., 

2010; Tversky & Hard, 2009; Zwickel, 2009), action understanding (Brass et al., 2007; Gallese 

et al., 1996; Rizzolatti et al., 1996; Rizzolatti & Craighero, 2004), turn-taking (Knapp et al., 

2013), and mentalizing (Baron-Cohen, 1997; Frith & Frith, 2006; Marchetti et al., 2018). Before 

brain areas involved in social cognitive processing are activated to infer what others think, feel, 

and intend, it is necessary to perceive others as intentional beings. Thus, alongside human-like 

appearance and movement, the fact that robots may be perceived as intentional beings is a key 

factor in treating them as social entities.  

In human interactions, people typically attribute minds to other people by detecting social 

signals that indicate another person’s ability to perceive, feel, and intend (Meltzoff, 2007); this 

tendency extends to non-human agents when they induce perceptions of intentionality, leading 

people to attribute mental states to these agents (Marchetti et al., 2018; Waytz, Cacioppo, et al., 

2010). The growing sense that humanoid robots possess “minds of their own” has important 

implications for robotic design, highlighting the importance of robots displaying human-like 

minds alongside their human-like appearances (Di Dio et al., 2020b; Manzi et al., 2020; Manzi, 

Massaro, et al., 2021; Waytz et al., 2014). The research in HRI initially emphasized the 

development of competence traits by enhancing robots’ cognitive resources and improving their 

functionalities (Pineau et al., 2003). More recently, however, the field of robotics studies has 

been increasingly attuned to recognizing the importance of warmth traits arising from enriched 

affective resources, such as the incorporation of meaningful gestures like eye contact (Johnson 

et al., 2014). This nuanced shift underscores the recognition that effective human-robot 

interaction is as much about emotional resonance as it is about technical competence. The 

mechanisms of social cognition may activate when humans interact with cognitively and 

affectively endowed social robots, leading them to evaluate these robots despite their non-

human status. 

 

The field of neuroscience, meanwhile, offers fascinating insights. Through techniques 

like functional magnetic resonance imaging (fMRI), electroencephalography (EEG), and 

electromyography (EMG), researchers delve into human information processing during robot 

interactions. Neuroscientific findings shed light on the cognitive processes at play when 

interacting with humanoid robots, with the potential to positively shape these interactions 

(Chaminade & Cheng, 2009; Henschel et al., 2020; Krach et al., 2008; Manzi, Di Dio, et al., 
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2021). For instance, activation of the social brain network involved in action understanding and 

mentalizing enhances feelings of social connection, empathy, prosociality, and performance 

during joint action tasks. This offers an opportunity to identify parallels and differences in the 

processing of social cues between robots and humans. By investigating the mechanisms 

underlying the formation of impressions, trust, and emotional bonds with robots, this 

knowledge can guide the creation of robots that display behaviors and gestures aligning with 

human social processing, thereby eliciting more authentic responses.  

 

In summary, the state-of-the-art research involving artificial agents has illuminated 

various aspects of human social cognition: (i) automatic processing of social visual information, 

including motor resonance, remains intact during observation of artificial agents in comparison 

to humans; (ii) in contrast, higher-order social cognitive processes are influenced by whether 

an agent is categorized as ‘natural’ or ‘artificial’; (iii) people are highly sensitive, albeit often 

at an implicit level, to subtle cues that indicate a robot’s humanity, encompassing both 

appearance and behavior (Wykowska et al., 2016). Consequently, human-like behavior in 

humanoid robots may trigger social cognitive mechanisms to the same extent as other human 

interaction partners. Thus, it becomes necessary to deepen two key aspects: first, the behaviors 

that humanoid robots should exhibit in order to be considered social agents, and second, the 

underlying psychological mechanisms that are essential, and possibly even sufficient, to 

facilitate human-robot interactions. The present work is an attempt to investigate these two 

macro-objectives. 

 

Social Cognition 

Social cognition refers to the ability to make sense of the behavior of others and encompasses 

social abilities that emerge at least as early as 14 months (Scott & Baillargeon, 2017) and 

continue to play a pivotal role for a lifetime (Slaughter & Perez-Zapata, 2014). The 

development of awareness and understanding of others’ thoughts, feelings, and actions is 

essential for effective functioning in social environments. Its centrality in everyday life is 

evident in conditions where impaired social cognition results in adverse outcomes, such as 

neurodegenerative, neuropsychiatric, and neurodevelopmental conditions, as well as acute 

brain damage (Kennedy & Adolphs, 2012). However, where does this understanding originate, 

and how does it evolve? How does social cognition influence our understanding of other people 

and ourselves, and what are its implications for social interactions and relationships? The 
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following chapters address these questions and more, offering an overview of the development 

and consequences of social cognition in various aspects of social understanding. 

 

The perspective proposed here is that social cognition is influenced by two factors: 

embodied cognition, facilitated by a mirroring system that offers experiential insight into 

others’ sensations, actions, emotions, and intentions, and social metacognition, involving 

deliberate reflection on another person’s mental content using abstract concepts. Exploring 

these questions requires considering the historical context that has shaped our present 

understanding of social cognition. This contextual exploration serves as a bridge between the 

theoretical framework and the broader narrative encompassing the development and 

implications of social cognition in diverse social understanding domains. A brief historical 

overview offers insights into the foundations upon which contemporary perspectives are built. 

The study of social cognition includes various theoretical and research traditions. Although 

Vygotsky assumed that the child is naturally social so that any nonsocial, egocentric use of 

language comes later in development (Vygotsky, 1962), it was the Piagetian theory, focusing 

on the egocentric child, that dominated cognitive development studies in the 1960s and 1970s. 

The late 1970s marked a shift influenced by Flavell and colleagues (1968) and Kohlberg (1969), 

breaking from Piagetian egocentrism and emphasizing role-taking abilities, that is the child’s 

increasing ability to recognize and make allowances for differences between self and other. 

Simultaneously, infant research revealed capacities for sharing and reciprocity in early life, 

such as Meltzoff’s work (Meltzoff & Moore, 1977) on imitative sensitivity to the parent’s facial 

and hand gestures, and Trevarthen’s theory of early intersubjectivity (Trevarthen, 1998). Infants 

show a remarkable ability to synchronize their vocalizations and gestures with those of others 

(Gopnik & Meltzoff, 1997). This interactive coordination establishes a rhythmic connection 

between the infant and caregiver that contributes directly to intersubjective understanding. The 

early skills involved in primary intersubjectivity represent an immediate, non-mentalizing mode 

of interaction. These skills imply that even before considering another person’s beliefs or 

desires, there is a perceptual understanding of what the other person feels, whether they are 

attentive to us or not, whether their intentions are friendly or not, and so on. Primary 

intersubjectivity is characterized by a shared bodily intentionality, a mutual awareness between 

the perceiving subject and the observed other. Around the age of one year, infants move from 

the person-to-person immediacy of primary intersubjectivity to secondary intersubjectivity 

(Trevarthen & Hubley, 1978). At this stage they engage in shared attention, gaining insights 
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into the meanings and purposes of things. Notably, this shift does not involve adopting an 

intentional stance, instead, intentionality is perceived through the embodied actions of others. 

 

Wimmer and Perner found that 4- and 5-year-old children made predictions about the 

actions of a doll character based on their beliefs and correctly anticipated the doll’s actions 

(Perner & Wimmer, 1985; Wimmer, 1983). This finding surprised supporters of Piaget’s 

egocentrism, demonstrating that even 4-year-olds could complete Wimmer and Perner’s false-

belief task successfully. Research on metacognition (Flavell, Green, & Flavell, 1995) and 

emotion understanding (Harris, 1989; Harris et al., 1981) invigorated social cognition research. 

Attachment theory highlighted infants’ sensitivity to caregiver differences, further illustrating 

early social cognition. These studies reveal that young children are attuned to others and more 

competent than classical Piagetian theory suggests. This heightened cognitive receptivity forms 

the basis for meaningful social interactions and relationships, which involve psychological 

mechanisms. These mechanisms include processes that allow individuals to empathize with the 

emotions of others and to recognize their actions as reflections of inner mental states and 

intentions. These processes ultimately contribute to a deeper understanding of others and guide 

adjustments in one’s own social behavior. 

 

The structure of this conceptual framework follows the chronological progression of a 

child’s developmental stages and provides a basis for the in-depth examination of social 

cognition in the chapters that follow. Subsequent sections explore embodied cognition, social 

learning, and Theory of Mind. This deliberate sequence, reflecting the natural progression from 

embodied cognition to advanced Theory of Mind, allows for a coherent and comprehensive 

exploration of social cognitive development. 

Embodied Cognition 

During the early stages of cognitive development, our comprehension of others is primarily 

rooted in non-verbal communication – gestures, glances, movements, paralanguage – that is, a 

form of language that seeks synchronization with the other person’s body. These embodied 

mechanisms find their origin in intersubjectivity, particularly within the mother-child dyad. 

Intentionality is perceived in the embodied actions of others. The capacities involved in 

intersubjectivity suggest that we have a specific perceptual understanding of what others feel. 

We understand the actions of others as we understand our own actions, at the highest and most 



 11 

relevant pragmatic level possible, ignoring possible subordinate descriptions, ignoring 

interpretations in terms of beliefs, desires, or hidden mental states (Gallagher, 2007). 

Consider attachment, for instance. A secure bond is based on the timely contingency and 

appropriateness of responses from the mother. This is where the first social exchanges, such as 

gaze sharing, attention, pointing, and then, the emergence of agency, take place. These 

interactions gradually evolve into mental representations of one’s own states, initially rooted in 

the physical and emotional realm and fused with the states of others. As children explore the 

world, they build their own understanding through sensory experience, physical movement, and 

emotions. Information from the environment is absorbed in an undifferentiated manner, leading 

to the construction of sensory-motor-affective patterns where the child’s own states and those 

of others tend to overlap. This process relies on the well-known mirroring mechanism, which 

allows us to internally simulate and directly experience the states of others (Rizzolatti et al., 

1996). It is only as cognitive development unfolds, and plausibly in conjunction with the 

maturation of control and inhibition systems (Di Dio et al., 2023), that the child gradually 

acquires the ability to decentralize their own thoughts from those of others.  

 

The MNS has been proposed to play an important role in shaping social cognition, as 

these embodied mechanisms are intricately intertwined with the experiential aspects of 

interpersonal relationships. This experiential dimension of social cognition bridges the gap 

between the multifaceted experiential knowledge we possess about our own bodily experiences 

and the insight we gain into the experiences of others (Gallese, 2008). The notion of 

embodiment has therefore been proposed to underlie social cognition phenomena. According 

to the framework of embodied cognition (Wood et al., 2016), all cognitive representations and 

operations are fundamentally grounded in their physical sensorimotor context. Even emotional 

processing involves the reactivation of motor programs and feelings associated with their direct 

sensorimotor experiences (Winkielman et al., 2008).  

The success of social interactions hinges on the ability to understand others’ behavior and 

decode their intentions. This crucial ability is partially mediated by a specific mechanism 

known as the Mirror Neuron System (MNS; Gallese et al., 2006; Rizzolatti et al., 1996), a group 

of specialized neurons that fire both when an organism acts and when it observes the same 

action being performed by another organism (Rizzolatti et al., 1996). This network is considered 

fundamental to various action-related social functions, including action recognition, imitation, 

intention understanding, and empathy (Gallese et al., 2004; Rizzolatti, 2005; Rizzolatti & 

Craighero, 2004). The intentions of others can be inferred from the context in which the action 
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is performed and even from the manner in which the object is manipulated. However, it has 

been suggested that, in complex situations, inferential processing may complement the mirror 

mechanism in intention understanding (Gallese et al., 2002; Rizzolatti et al., 2001). For 

example, when John sees Mary grasping a cup of coffee, he recognizes the goal of Mary’s 

actions by observing her hand moving toward the cup. This recognition of the goal (grasping 

the cup) stems from the mirror system’s ability to identify the action (grasp). More complex, 

the MNS also plays a role in coding the broader intention underlying a motor act (Iacoboni et 

al., 2005). Questions like “Why is Mary grasping a cup of coffee? Is she going to drink it or 

give it to someone else? Or perhaps throw it away?” reflect the complex nature of intention 

understanding and its central role in social interactions. When an individual initiates a 

movement, such as a grasp, they have a clear intention in mind, for example, drinking. This 

intention is present at the beginning of the action and is mirrored in each step of the sequence. 

A single action can arise from very different intentions – Mary could grasp the cup in order to 

drink from it or wash it. The direct matching between the observed action and its motor 

representation in the observer’s brain not only reveals the action itself (grasping) but also the 

underlying intention. As a result, premotor mirror areas are implicated in action recognition, 

whereas the parietal lobe, originally associated solely with action organization, is actually 

involved in understanding intentions (Fogassi et al., 2005). While not the primary focus of this 

thesis, it is valuable to note that the mirror system extends beyond comprehending goals and 

intentions, and allows the observer to understand, on the basis of how an action is performed, 

the psychological state of the agent (Di Cesare et al., 2014, 2015, 2016). These aspects of action 

comprehension have been termed by Stern “vitality forms” (Stern, 1985, 2010). Furthermore, 

the MNS – in concert with activity in the anterior insula and amygdala – plays a role in 

deciphering the emotional states of others (Carr et al., 2003; Dapretto et al., 2006). 

 

Our social brain (Adolphs, 1999) contains areas that are specifically activated during 

interactions with other social entities. Action understanding, a critical aspect of social 

interactions, is based on motor resonance (Gallese et al., 1996), that is shared representations 

that are activated both when action is executed and when a similar action is observed in others. 

Given the importance of action understanding in human-robot interaction, it is essential to 

examine whether motor resonance, a key element of this process, is exclusive to human agents 

or extends to robotic agents. A set of studies consistently showed that motor resonance can 

indeed be induced by robot agents; however, the extent of this resonance appears to depend on 

features such as physical appearance (Chaminade et al., 2007) and motion kinematics (Gazzola 
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et al., 2007). These studies suggest that while robots have the potential to activate motor 

resonance, the degree of activation is contingent upon specific conditions. Taken together, these 

promising findings provide a solid empirical basis for investigating the activation of brain areas 

when interacting with robotic agents. For instance, an interesting area of research involves 

investigating motor anticipation, a mechanism enabling the observer to effectively predict the 

agent’s intention. Over the past decade, fMRI studies (Hamilton & Grafton, 2008; Iacoboni et 

al., 2005) and EMG studies (Cattaneo et al., 2007; Fogassi et al., 2005) have shown that motor 

acts are organized in chains that encode specific intentional actions (e.g., grasping to drink or 

grasping to place). Most interestingly, these chains may be activated by merely observing the 

first motor act of a sequence, providing the observer with an internal copy of the agent’s entire 

future action before execution, effectively prefiguring the agent’s intention. This aspect of 

embodied cognition is poorly investigated in children and, consequently, whether and how the 

actions and intentions of a robot agent are anticipated is, to the author's knowledge, unknown. 

Social learning 

Crucial to social cognition is the social signals, such as facial expressions and eye gaze, which 

play an important role in gathering insights about the world. As outlined in the session above, 

from early infancy, humans are finely attuned to these social cues, guiding our interactions and 

helping us decipher the intentions and emotions of others. Infants can learn a great deal simply 

by observing others and the social signals they convey. Social signals serve as valuable sources 

of information about the world surrounding them. For instance, expressions of disgust or fear 

communicate the presence of something in the immediate environment that should be 

approached with caution or avoided. Through a mother’s facial expression, an infant can discern 

whether an object is nice or nasty. Furthermore, social interactions often lead to the unconscious 

phenomenon of mirroring, in which individuals involuntarily synchronize their movements 

(Chartrand & Bargh, 1999) and engage in a chain of stimuli and responses triggered by social 

cues (Frith, 2008). For example, a fearful facial expression elicits a social response of fear 

without either the sender or the addressee being aware that they are exchanging signals. This 

phenomenon is rooted in the Mirror Neuron System (MNS), which effectively replicates 

observed actions in the observer’s motor system, making it an ideal mechanism for learning 

through imitation (Buccino et al., 2004; Nishitani & Hari, 2000). Thus, it is reasonable to 

assume that systems connecting an individual’s own actions and experiences with those of 

others play an important role in social cognition.  
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As opposed to learning through observation, social signals serve also distinct 

communicative functions, such as signaling danger or pointing out interesting things (Bandura, 

1986), and form the foundation of social learning (Frith & Frith, 2007). A notable example of 

this lies in ostensive cues, which serve as indicators of intentional communication, setting the 

stage for instruction. A typical scenario unfolds as follows: a mother establishes eye contact 

with her infant, directing the child’s attention toward an object through gaze and gestures, and 

subsequently labeling it. However, the initial signal - the mother’s eye contact - serves a dual 

purpose. Beyond capturing the infant’s attention, it acts as an ostensive cue, a signal to which 

the child is particularly sensitive (Fonagy & Allison, 2014). Additional ostensive signals 

encompass the calling of one’s name (Mandel et al., 1995) and the use of ‘motherese’ during 

maternal communication with infants (Fernald, 1985). The ability to interpret social signals is 

vital not only for survival in a complex and ever-changing environment, but also for the 

development of empathy, emotional intelligence, and effective communication skills (Brothers, 

1989) and for acquiring new and relevant knowledge about a referent object (Egyed et al., 

2013). By observing and internalizing these cues, individuals learn the unwritten rules of their 

culture and adapt their behavior accordingly. The transmission and acquisition of shared 

knowledge are intricately tied to our developmental and evolutionary perspectives. According 

to Frith (2008), this connection hinges on our ability to interpret social signals as deliberate and 

informative. This concept is rooted in the Natural Pedagogy theory (Csibra & Gergely, 2009; 

Csibra & György, 2006), and according to the theory, infants are naturally inclined to learn 

generic knowledge when adults address them through ostensive communication, as it makes 

children feel recognized as subjects (Fonagy & Allison, 2014). Developmentally, ostensive 

communication encourages the establishment of epistemic trust in caregivers. It paints 

caregivers as benevolent, cooperative, and trustworthy sources of cultural information that 

facilitate the rapid learning of shared knowledge without the need to critically examine its 

validity or relevance (Fonagy & Allison, 2014). Infants’ reliance on caregiver claims is likely 

to have far-reaching implications for social cognition. Thus, this perspective implies a complex 

level of understanding that underlies the acquisition of knowledge through intentional 

communication, referred to as metacognition. This learning process requires introspection into 

one’s own cognitive framework, particularly as it relates to the exchange of signals, and 

involves a metacognitive mechanism in which both the communicator and the addressee 

recognize the communicative nature of social signals.  
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In the present thesis, the question is whether ostensive cues acted upon by a robotic agent can 

elicit effects that go beyond mere attentional arousal, potentially leading to the sharing of 

relevant information that facilitates the acquisition of new knowledge. Previous research has 

explored fundamental mechanisms of social cognition, such as gaze and joint attention using 

humanoid robots. For instance, studies have provided insights into the effect of a robot’s gaze 

accompanied by verbalizations on infants’ object learning. In particular, findings from studies 

by Okumura et al. (2013, 2020) suggests that the combination of robot gaze and verbalization 

is important in the design of robot agents from which infants can learn. However, little is 

actually known about the effect of ostensive cues on the transmission of relevant information. 

This thesis aims to address this gap by investigating how these cues contribute to the effective 

communication of new knowledge, even when conveyed by a robot. 

Theory of Mind 

Since others’ behavior is not entirely predictable, the success of social interactions depends on 

the ability to decode mental states, such as beliefs, desires, intentions, goals, experiences, 

intentions, and emotions of other people. Interpreting others’ behavior in terms of mental states 

becomes a pivotal step in predicting future actions. Taking into account the mental states of 

others (monitoring) and using this information to predict behavior (control) refers to the ability 

of mentalizing, which is an intrinsic disposition that leads to the development of a Theory of 

Mind (ToM). ToM is based on the awareness that individuals possess mental states, intentions, 

and motivations that guide their behaviors and may diverge from one’s own (Perner & Wimmer, 

1985; Premack & Woodruff, 1978; Wellman et al., 2001).  A fundamental distinction, although 

with partial overlap, pertains to cognitive ToM, the capacity to attribute cognitive and epistemic 

states, versus affective ToM, the capacity to ascribe affective states. Furthermore, the act of 

mentalizing, encompassing the representation of others’ thoughts, desires, feelings, and 

intentions, differs from empathetically comprehending and automatically sharing affective 

states. Mentalization holds the potential to influence social perception through top-down 

mechanisms, allowing us to perceive and appropriately respond to others’ emotions, intentions, 

and behaviors based on context (Arioli et al., 2018). 

The ontogeny of ToM faculties closely mirrors the maturation of other brain functions. The 

acquisition of ToM is profoundly social and inextricably intertwined with broader knowledge 

about individuals and their lives (Garfield et al., 2001). During the initial months of life, infants 

predominantly engage in dyadic, face-to-face interactions. As early as the second month, they 

fixate on the eyes and mouths of others and become distressed when interactions cease due to 
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a still face (Tronick et al., 1978). By the end of the first year, infants achieve joint attention and 

participate in triadic person-object-person interactions (Striano & Reid, 2006). Around 24 

months of age, children participate in “pretend play”, demonstrating their understanding that 

others are engaged in pretense. At 3 years old, children grasp that mere physical contact with a 

box does not reveal its contents. By age 4, children succeed in the false belief task, recognizing 

when someone holds a false belief about the world. At this age, children can recognize that 

someone’s behavior is determined by their beliefs and knowledge, even if they are clearly false. 

By age 9, they identify faux pas and understand what might hurt others’ feelings, and remain 

unspoken (Baron-Cohen, 2008). Evidence suggests that the social brain continues to mature 

during adolescence, characterized by social change, heightened self-awareness, more intricate 

peer relationships, and an improved understanding of others (Blakemore, 2008).  

 

 Reflecting on the relations between our own or other’s behaviors and knowledge is an 

example of explicit metacognition. Metacognition is the cognitive process involved in thinking 

about thinking. Thinking about our actions is an important feature of human mental life. We 

think about what actions to take and when to take them. Such introspection suggests that explicit 

metacognition determines human behavior and enables fruitful group interactions (Frith, 2012). 

The uniquely human capacity for collective intentionality captures the idea that humans do not 

simply act together but adopt a group-oriented stance when working together, creating a 

collective that shares intentions and knowledge. This attitude underpins collaborative behavior 

and the sharing of resources and information (Liszkowski et al., 2008; Rekers et al., 2011; 

Warneken et al., 2011). This extension of metacognition to social interactions is called social 

metacognition. Social metacognition refers to the ability to reflect on and understand one’s own 

and others’ mental states in social situations. It includes the ability to reflect on and regulate 

one’s own social cognitive processes, such as beliefs, intentions, and emotions, as well as the 

ability to attribute similar mental states to others. Social metacognition is crucial for navigating 

complex social interactions, as it allows individuals to interpret social cues, understand the 

perspectives of others, and adjust their behavior accordingly. It plays a key role in various 

aspects of social cognition, contributing to effective communication, empathy, and social 

problem-solving. In human-human interactions, interpreting others’ mental states empowers 

people as social agents (Frith & Frith, 2007). In the realm of adult social cognition, others are 

recognized not only as behaving “like me” and experiencing perceptions “like me,” but also 

possessing a spectrum of mental states like beliefs, emotions, and intentions similar to my own 

(Garfield et al., 2001). In our social exchanges, explicit acts of interpretation are infrequent. 
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Instead, our comprehension of social situations is immediate, automatic, and nearly reflexive. 

This is feasible because social cognition hinges on the notion that you are “like me,” distinct 

yet sufficiently similar to serve as a role model. Consequently, I become the interpreter of your 

intentions and behaviors.   

Luckily for human-robot interaction, the perception of a mind is not confined to entities that 

actually possess a mind; it extends to agents like robots and avatars (Marchetti et al., 2018). 

The attribution of a mind is contingent upon various factors, including cognitive or motivational 

features of the perceiver, as well as the physical and behavioral traits of the perceived agent. 

This perceptual flexibility is evident in anthropomorphism, where the need for social 

connection increases the likelihood of ascribing human-like characteristics to non-human 

agents (Waytz et al., 2010a; 2010b). Conversely, instances of social rejection acts diminish the 

perceived humanity in others, a phenomenon known as dehumanization (Waytz et al., 2010b). 

Consequently, the study of the attribution of mind to robotic agents has attracted interest and 

revealed a gap in tools for the quantitative measurement of such attributions. This thesis aimed 

to address this gap through the validation and creation of a questionnaire specifically designed 

to assess the attribution of mental qualities to non-human agents, including robots. The 

development of this questionnaire was a central aim, recognizing the need for a systematic and 

validated questionnaire to capture aspects of how humans perceive and attribute mental 

qualities to non-human entities. 

This Thesis 

In the present thesis, I propose an integrated approach to social cognition mediated by both 

embodied dimension and social metacognition. Social metacognition involves explicitly 

thinking about the mental contents of others through abstract representations, while the 

embodied dimension employs a mirroring system that provides access to the sense of others’ 

actions, emotions, and intentions experientially. The interplay between mentalizing ability and 

the mirror system suggests their complementary roles in comprehending others’ behaviors, 

influenced by the presence of abstract information versus biological actions (Arioli et al., 2018). 

Within this framework, I attempted to explore the embodied and cognitive components that 

underlie the comprehension of robots’ behavior and, therefore, may support and facilitate the 

interaction between humans and robots. More detailed, the primary focus of this thesis revolves 

around investigating the implications of social cognition within human-robot interaction across 

different stages of life. Human social requirements undergo significant shifts as individuals 
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progress through different developmental phases. Furthermore, cognitive processes, that enable 

adaptation to novel social environments, evolve and deteriorate with age. Within this context, 

the thesis contends that an examination of social cognition in the context of perceiving and 

interacting with robots can yield profound insights into the human aspects of human-robot 

interaction. Analyzing how humans respond to robots in social contexts, interpreting robotic 

social cues, and identifying factors contributing to successful interactions can unveil underlying 

cognitive and emotional mechanisms. By emphasizing the universal dimensions of warmth and 

competence in social cognition (Fiske et al., 2007), this thesis aims to provide a social 

psychological perspective on human-robot interactions. The inclusion of human social 

cognitive processes in comparing human-human and human-robot interactions seeks to explore 

the potential complementary roles that social humanoid robots in the future. Finally, the 

investigation of the psychological mechanisms involved in HRI provides, in turn, interesting 

insight into the essentially social cognition.  

 

The subsequent chapters will delve into the research conducted throughout my Ph.D. 

journey, focusing on the concepts introduced in this general introduction, particularly embodied 

cognition and action understanding in infancy (Chapter 2), Theory of Mind (Chapter 3), and 

social learning and epistemic trust (Chapter 4). The overarching theme binding these chapters 

is the concept of social cognition examined within human-robot interaction. The aim is to 

identify and comprehend the psychological and psychophysiological mechanisms supporting 

this form of interaction. Furthermore, the exploration of human-robot interactions offers a 

window into studying human social cognition, granting deeper insights into the cognitive 

processes that underlie everyday interactions between individuals. 

The forthcoming chapters are briefly introduced below.  

 

Chapter 2 delves into action understanding by exploring the activation of motor chains 

with mirror properties in preschool-aged children. The motor system’s role in comprehending 

others’ actions and intentions is vital, conveying essential communicative signals (Iacoboni & 

Dapretto, 2006). Mirror neurons, initially identified in monkeys’ premotor cortex, play a crucial 

role in action understanding. These neurons fire both when an individual performs an action 

and when they observe the same action executed by others. Beyond understanding actions, 

mirror neurons facilitate imitation, emotion recognition, and the discernment of intentions 

behind actions. Specifically, the chapter investigates whether a similar chain organization is 

present in typically developing preschool children aged 3 to 5 years, utilizing 
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electromyographic recordings (EMG). This project aims to determine, empirically and for the 

first time, whether the capacity to predict and comprehend the intentions underlying observed 

actions experientially is already developed at a young age.  

This exploration is part of a larger project to investigate the embodied components of human-

robot relationships. The study represents a first step that sheds light on one of the processes by 

which young children may engage with robotic entities. 

 

Chapter 3 explores ostensive communication, a form of intentional communication 

where the sender provides explicit signals to direct the addressee’s attention to a specific object 

or action. This type of communication plays a crucial role in early human development, 

establishing epistemic trust and facilitating secure attachments. The chapter examines whether 

this mechanism persists into adulthood, offering insights into shared knowledge through 

ostensive communication. This research project also investigates whether humanoid robots can 

activate the process of shared knowledge through ostensive communication, rendering the robot 

a trustworthy communication partner capable of conveying pertinent information. 

 

Chapter 4 explores Theory of Mind (ToM), the ability to comprehend both one’s own 

and others’ mental states, allowing the prediction and interpretation of behaviors based on this 

mental representation. This ability is not limited to human relationships but extends to 

interactions with robots (Marchetti et al., 2018), facilitated by the human tendency to 

anthropomorphize. This chapter introduces the Attribution of Mental States questionnaire 

(AMS-Q), designed to outline the attribution of mental states across various entities, including 

robotic agents. The research aims to validate the AMS-Q through three studies: refining 

questionnaire items in a preliminary study, analyzing the psychometric properties of the 

questionnaire through exploratory factor analysis in Study 1, and examining the 

multidimensionality of AMS-Q through confirmatory factor analysis and its reliability and 

validity in Study 2. 

 

In conclusion, this thesis aims to unravel the intricate dimensions of social cognition 

within human-robot interaction across the lifespan. By probing the mechanisms underlying 

human-robot interactions, it seeks to enhance the understanding of human social cognition and 

the cognitive processes shaping everyday interpersonal interactions. 
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Abstract 

In intentional behavior, the final goal of an action is crucial in determining the entire sequence 

of motor acts. Neurons have been described in the inferior parietal lobule of monkeys, which 

besides encoding a specific motor act (e.g., grasping), have their discharge modulated by the 

final goal of the intended action (e.g., grasping-to-eat). Many of these “action-constrained” 

neurons have mirror properties responding to the observation of the motor act they encode, 

provided that this is embedded in a specific action. Thanks to this mechanism, the observers 

have an internal copy of the whole action before its execution, and may, in this way, understand 

the agent’s intention. This chained organization of motor acts exists in humans. In the present 

study, we recorded EMG from the mylohyoid (MH) muscle in children 3 to 5 years old in order 

to assess whether this mechanism is present at this early age. The results confirmed this 

hypothesis, with two main differences with respect to data previously reported in older children 

(6 to 9 years old). First, during the observation condition, no difference in MH muscle activation 

was found between the grasping-to-eat and grasping-to-place actions in the reaching phase. In 

contrast, a clear difference was present in the execution of the two actions. Thus, young children 

are able to modulate their intentional motor mechanism when acting, but unable to understand 

other’s intentions at the action outset. Second, the observation of the grasping-to-eat motor act, 

relative to grasping-to-place, showed greater activation in younger than in older children, 

suggesting poor inhibitory motor control and fostering evidence on early imitative learning. 
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Introduction 

The “chained” organization of motor acts is a fundamental aspect of action organization of 

primates. This type of organization was first described in the inferior parietal lobule (IPL) of 

the macaque monkey by Fogassi et al. (Fogassi et al., 2005). The authors found that in IPL there 

is a set of neurons, which they named action-constrain neurons, that encode a specific motor 

act (e.g., grasping). Their defining feature is that their discharge is modulated by the action in 

which the motor act is placed (e.g., grasping-to-eat, grasping-to-place, etc.) (Bonini et al., 2011; 

Fogassi et al., 2005; Rozzi et al., 2008). It has been proposed that this “chained” organization 

of motor acts underlies a fundamental aspect of action execution: fluidity. Indeed, fluidity 

requires a close connection between the motor acts forming the whole action so that its 

execution can occur without interruption. 

A large number of IPL grasping neurons show mirror properties (see, 4), firing both 

during the execution of a motor act as well as during the observation of the same motor act. 

Most interestingly, in many action-constrained neurons with mirror property, the discharge 

intensity during action observation was modulated by the action in which the motor act was 

embedded. In this way, the activation of IPL action-constrained mirror neurons provides 

information not only on the observed motor act (e.g., grasping), but also allows one to predict 

the final goal of the observed action (i.e., grasping-to-eat or gasping-to-place) and, therefore, to 

infer the agent intentions (Cattaneo et al., 2007; Fogassi et al., 2005). 

There is strong, albeit indirect, evidence, that a similar motor-act chained organization is also 

present in humans. Cattaneo and colleagues (Cattaneo et al., 2007) recorded the 

electromyography (EMG) from the mylohyoid (MH) muscle - that is involved in mouth opening 

- in children aged 6 to 9 years, who were instructed to grasp a piece of food or a piece of paper 

and to bring it to the mouth (grasping-to-eat) or to a container (grasping-to-place), respectively. 

The results showed consistently greater activation of the muscles involved in mouth opening 

during the gasping-to-eat action, relative to the grasping-to-place one. Furthermore, the MH 

muscle activation started very early, already during the reaching phase, in the gasping-to-eat 

action relative to the grasping-to-place one. A clear difference in the MH activation between 

grasping-to-eat and grasping-to-place actions was also found when children observed the 

experimenter performing the two actions. As in action execution, also during action observation 

the activation of the MH was greater and started earlier in the gasping-to-eat than in grasping-

to-place action. Thus, the action-chain mechanism appears to be involved in the selection of 

motor acts for both action execution and understanding the intentions of others.  
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Based on these findings, in the present study we examined whether children aged 3-to-

6 years (preschoolers) are able to organize intentionally their actions and to understand the 

agent intentions behind the observed actions. To this aim, the activation of MH muscle was 

recorded while children were either executing or observing two actions: 1) reach out to pick up 

a piece of food with the aim of eating it and 2) reach out to pick a piece of paper with the aim 

of placing it in a container. 

Materials and Methods 

Participants  

Eighteen (18) preschool neuro-typically developing children were recruited from two 

kindergartens in Milan and Trecate, Italy (40% female; mean age = 4.31 years; SD = .76; age 

range = 3.08-6.01 years). Informed consent was obtained from all children’s legal guardian(s) 

in line with the Declaration of Helsinki and its revisions, as well as in accordance with the 

requirements of the ethics committee, Committee of the Department of Psychology (CERPS), 

Università Cattolica del Sacro Cuore, Milan, which approved the study. 

 

Procedure  

We investigated the motor activation of the mouth-opening mylohyoid (MH) muscle during 

two different actions, i.e., grasping to eat and grasping to place, in two experimental conditions: 

observation and execution. Children were assessed in both experimental conditions. In the 

eating-observation condition, children were instructed to carefully observe the researcher using 

her right hand to grasp a piece of food from a touch-sensitive plate, bringing it to her mouth, 

and eating it. In the placing-observation condition, children observed the researcher using her 

right hand to grasp a piece of paper from the touch-sensitive plate and place it into a container 

situated on the experimenter’s right shoulder. Both actions were repeated 30 times. In the 

execution condition, children carried out the actions of grasping a piece of food to eat and a 

piece of paper to place into the container located on the child’s shoulder. Children repeated the 

actions 30 times.  

Children were seated at a table in front of the researcher and, according to experimental 

conditions, all trials started with the experimenter or participant’s hand resting on the start 

button and, throughout the duration of the experiment, the activation of the participant’s MH 

muscle was recorded using surface electrodes. Prior to the experiments, children underwent a 

training session where they performed grasping and eating the food or placing the piece of paper 
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into the container, depending on the presented stimulus. A brief training session was also 

conducted for the observation condition. The conditions were presented in random order. No 

verbal instructions were provided during the trials, except for occasional prompt as “pay 

attention” or “look at the experimenter.”  

To mark on the EMG recordings the beginning and the end of each action and the contact 

with the stimuli, a button and a touch-sensitive plate were placed on the table and connected to 

the EMG apparatus. The release of the hand from the button signaled the beginning of the 

action, and pushing the button again indicated the end of the action. The grasping of the piece 

of paper or the food was detected through the touch-sensitive plate and marked as the starting 

moment (T0).  

 

Materials  

For the recordings of the mouth-opening mylohyoid (MH) muscle, we used a wireless 

electromyograph (EMG; DueLite, OT Bioelettronica SRL, Turin, Italy). The MH muscle was 

recorded using two surface bipolar electrodes (CDE - Bipolar electrodes diameter 15mm with 

concentric connector). The two electrodes were placed under the child’s chin for MH muscle 

recording. EMG was recorded continuously throughout the experiment. The interval between 

trials was according to the compliance of children. The signal was amplified 1.000x, sample 

frequency of 2048 Hz, controlled by the EMG signal software, and stored for offline filtering 

(bandpass: 10-500 Hz) and further analysis. 

 

Signal Processing and Definition of Epochs  

Trials were discarded whenever the participant spoke, swallowed, or coughed contaminating 

the recordings, and even when the child was not showing enough attention to the tasks. We 

discarded contaminated trials by using video recordings.  

In all experiments, the start button and the touch-sensitive plate on which the food/paper 

was placed, were connected to the EMG apparatus. The actions were thus divided into three 

epochs: reaching the stimulus, grasping it, and bringing it to the mouth or into the container 

placed on the shoulder. The release of the start button signaled the beginning of the reaching 

phase (T-2). The contact with the plate on which the stimulus was put signaled the grasping 

phase (T0). The release from the plate signaled the end of the grasping epoch and the start of 

the bringing phase (T+2). All recordings were aligned on the moment of paper or food lifting 

from the touch-sensitive plate.  
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All recordings were filtered (30-400 Hz). The instants of signal activation were 

identified in each device’s recordings. Then, we calculated the amplitude of the MH muscle 

signal by considering 2 seconds before (reaching phase) and 2 seconds after (bringing phase) 

T0, dividing the signal into epochs of 0.2 seconds. 

 

Data Analysis 

GLM analysis was carried out by using the EMG activation in the three epochs of action as a 

dependent variable. First, for each child in each condition, the median of each trial was 

calculated, and the standard deviation (SD -2, SD +2) was used to normalize the data. In all 

experiments, within-subjects ANOVAs for repeated measures were carried out with 2 levels of 

condition (observation, execution), 2 levels of action type (eating, placing), and 3 levels of 

epoch (reaching, grasping, and bringing). In the GLM, the epochs of the action were identified 

as the moment in which the researcher/participant released the button (reaching – T-2), touched 

the plate (grasping – T0), and pushed the button (bringing – T+2).  

Post hoc analyses were Bonferroni corrected. Significance levels were set at p = 0.05. 

A Greenhouse-Geisser (G-G) correction was applied whenever the sphericity assumption was 

violated. Additionally, correlation analyses (Spearman rho) were carried out to evaluate the 

relationship between the MH muscle activation and children’s age. 

Results 

Main Analysis: Differences between conditions.  

The activity of the mylohyoid (MH) muscle was recorded in eighteen (n=18) neurotypical 

preschool children during the observation and the execution of grasping-to-eat and grasping-

to-place actions. In the observation condition, children were instructed to observe carefully the 

experimenter, while the experimenter was grasping a piece of food located on a touch-sensitive 

plate, bringing it to the mouth, and eating it (grasping-to-eat observation condition) or while 

the same experimenter was grasping a piece of paper from the same touch-sensitive plate and 

placing it into a container positioned on the experimenter’s right shoulder (grasping-to-place 

observation condition). In the execution condition, the children actively carried out the two 

actions described above. Namely, they grasped the food and brought it to their mouth to eat 

(grasping-to-eat execution condition) and placed the piece of paper into the container positioned 

on their shoulder (grasping-to-place execution condition). In both conditions, the children’s 

MH activity was recorded using surface electrodes. Two devices, a button and a touch-sensitive 
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plate, were used to signal the release of the hand from the table and the contact of the hand with 

the stimuli, respectively. These signals enable the subdivision of the observation and execution 

tasks into three epochs (reaching, grasping, and bringing). 

For each child, the EMG of MH muscle was recorded, rectified, and averaged separately 

in the three epochs (see above) for the two actions (grasping-to-eat and grasping-to-place) and 

the two conditions (observation and execution), and used as the dependent variable in the 

analysis. A GLM analysis was then carried out to assess an anticipation effect of object 

grasping, with 2 levels of condition (observation, execution), 2 levels of action type (eating and 

placing), and 3 levels of epoch (reaching, grasping, and bringing) as within-subject factors. 

Post-hoc comparisons were Bonferroni corrected and the Greenhouse-Geisser correction was 

used when the sphericity assumption was violated.  

The results revealed a main effect of condition, F(1, 1426.2) = 16.63, p = .003, partial-

η2 = .65, δ = .95, indicating that, regardless of action type (eating or placing), the activity of 

the MH muscle was greater when children executed than when observed the actions, Mdiff = 

6.9, SE =  1.69, p = .003. A main effect of action type was also found, F(1, 876.39) = 25.63, p 

< .001, partial-η2 = .74, δ = 99, showing that, regardless of condition (observation or execution), 

the increase in MH activity was greater during grasp-to-eat action compared to grasp-to-place 

action, Mdiff = 5.41, SE = 1.07, p < .001. In addition, a main effect of epoch was found, F(1.99, 

157.12) = 10.79, p < .001, partial-η2 = .55, δ = .98, indicating that independent of action-type 

or condition, the grasping phase (i.e., grasping the food or the piece of paper) was significantly 

higher compared to the reaching phase (i.e., reaching toward the food or the piece of paper), 

Mdiff = 3.93, SE = .82, p = .003. No significant difference was found between the grasping 

phase and the bringing phase, as well as between the reaching phase and the bringing phase. 

Finally, a significant three-way interaction was found between condition, action type, and epoch 

F(1.78, 86.28) = 5.98, p = .013, partial-η2 = .4, δ = .78. The three-way interaction mainly stems 

from the absence vs. presence of differences between eating and placing actions in the 

observation and execution conditions. The following section better outlines these findings. 

 

MH Muscle Activation during Action Observation.  

Pairwise post-hoc comparisons showed a significant increase in MH activation during action 

observation in the grasping phase of the grasping-to-eat action relative to the same phase in the 

grasping-to-place, action Mdiff = 3.97, SE = 1.00, p < .05. This effect is shown in Fig. 1, left. 

The time course of the activations in the two conditions is illustrated in Fig,1, right. In 

both grasping-to-eat and grasping-to-place conditions, the activation of the MH muscle slightly 
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increased during the reaching phase, peaked when the child observed the experimenter grasping 

the food (T0), and subsequently decreased. During the observation of the eating action, a 

significant increase in MH activation was observed at T0, while only a small increase was found 

in this phase during the observation of the placing action. 
 

 
Figure 1. Left figure: Time course of the rectified EMG activity of the MH muscle during the observation of the 

grasp-to-eat action (blue) and the grasp-to-place (orange) actions. The curves are aligned to the moment of stimulus 

lifting from the touch-sensitive plate (T0). Right figure: EMG signal amplitude of the MH muscle during the eating 

and placing actions in the observation condition across the three epochs (reach, grasp, and bring). 

 

MH Muscle Activation during Action Execution.  

Pairwise post-hoc comparisons showed a significant increase in MH muscle activation during 

the execution of the eating action compared to the placing action for all three epochs (reaching, 

grasping, bringing). There was a significant difference in MH muscle activation between the 

execution of eating and the execution of placing actions already during the reaching phase, 

Mdiff = 6.98, SE = 3.16, p < .05. This increase became more pronounced during the grasping 

phase, Mdiff = 6.68, SE = 2.53, p < .05, and persisted during the bringing epoch, Mdiff = 14.15, 

SE = 2.44, p < .001. These results are illustrated in Fig.2, left. 

Fig. 2, right, shows the time course of the median EMG signal of the MH muscle in the 

two conditions (grasping-to-eat and grasping-to-place). In the eating condition, the activation 

of the children’s MH muscle started to increase several milliseconds before the hand grasped 

the food (T0), continued to rise during the grasping epoch and, as expected, reached its peak 

when the children started to open their mouth. 
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Figure 2. Left figure: Time course of the rectified EMG activity of the MH muscle during the execution of the 

grasp-to-eat action (blue) and the grasp-to-place (orange) actions. The curves are aligned to the moment of stimulus 

lifting from the touch-sensitive plate (T0). Right figure: EMG signal amplitude of the MH muscle during the eating 

and placing actions in the execution condition across the three epochs (reach, grasp, and bring). 

 

Age Correlations.  

To investigate whether MH muscle activation changed as a function of the children’s age, 

Spearman correlations (one-tail) were examined between children’s age (months) and the 

activation of EMG of the MH muscle in conditions (observation, execution), action types 

(eating, placing), and at the three epochs (reaching, grasping, bringing). The results showed a 

significant negative correlation between the children’s age and the activation of the MH muscle 

during the grasp-to-eat phase in the observation condition, rho = -.56, p < .05. That is, as shown 

in Figure 3, the MH muscle showed significantly greater levels of activation in younger 

children, in comparison to the older ones, when they observed the experimenter grasping the 

food with the intention to eat it. 
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Figure 3. Spearman correlations between children's age and rectified EMG activation of MH muscle during the 

observation of the grasp-to-eat action (T0). 

Discussion  

The ability to temporally organize motor acts according to the end goal of an action is a key 

step in achieving the fluidity of action typical of adult motor behavior. Similarly, the ability to 

understand the intention underlying others’ actions is vital for the development of social 

competencies. As for the latter, there is ample evidence that the basic aspects of both goal and 

intention understanding are mediated by the mirror mechanism (Fogassi et al., 2005; Gallese et 

al., 1996; Rizzolatti et al., 1996; Rizzolatti & Sinigaglia, 2007, 2010). This mechanism 

transforms sensory representations of others' behavior into one's own motor representations of 

the same behavior, thus allowing one to understand experientially the goal as well as, through 

the “action constrained” mirror neurons, the agent’s intention. 

In this study, we examined whether the ability to organize actions intentionally and 

understand the intentions behind the observed actions is already present at preschool age. To 

this purpose, the activation of MH muscle was recorded in 3-to-6 years old children, while they 

were executing or observing two actions: 1) reaching to grasp a piece of food with the aim of 

eating it and 2) reaching to grasp a piece of paper with the aim of placing it into a container. 

The results showed that preschoolers could select the appropriate motor chain intentionally 

during action execution. Specifically, during the execution of the grasping-to-eat action, a 
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significant increase in activation of the mylohyoid (MH) muscle was found already during the 

reaching phase, several milliseconds before the child actually grasped the food. The muscle 

activation persisted during the grasping phase and peaked when the children opened their 

mouths. No similar activations were found during grasping-to-place action. These results most 

likely reflect a physiological mechanism whereby, during the preparation of goal-directed 

action, there is activation of the corresponding motor chain before the start of the actual 

movement, being the selection of the “chain” driven by the intention to perform a given action. 

These findings are in line with previous data collected in older children (6 to 9 years old) 

(Cattaneo et al., 2007) and demonstrate that the ability to select motor acts intentionally is 

already present in preschool children.  

In contrast with action execution, during the observation of grasping-to-eat, the chain 

mechanism was activated later, when the experimenter initiated the actual grasping movement. 

As a matter of fact, no significant difference was found between grasping-to-eat and grasping-

to-place actions in the reaching phase. It is important to note, in this respect, that in older 

children aged 6 to 9 years old, an activation of the MH muscle was found already 100 ms before 

stimuli grasping and the activity in the reaching phase was significantly higher in the grasping-

to-eat than in grasping-to-place conditions (Cattaneo et al., 2007). These data indicate that while 

older children are able to both organize their actions intentionally (execution) and to understand 

the intentions of others (observation) rather early, preschoolers show a delayed activation most 

likely because their intention coding mirror mechanism is not sufficiently developed to 

understand others’ intentions. 

As to this finding, it is worth comparing the behavior of typically developing 

preschoolers in the present study with that of children with autistic spectrum disorder (ASD) 

tested in Cattaneo et al. (Cattaneo et al., 2007), who used the same paradigm as the present one. 

The results showed a complete lack of EMG activation in the MH muscle during the reaching 

phase of grasping-to-eat action execution. Similarly, the ASD children did not show any 

activation of the MH muscle during the observation of the experimenter grasping the food to 

eat. Thus, while preschoolers show a delayed ability to use their intentional mechanism to 

understand the intentions of others and yet have an adequately functioning anticipatory motor 

mechanism underlying the organization of action, children with ASD lack the latter as well and 

thus are necessarily incapable of understanding the intentions of others experientially (see 

below). 

In the present article, we used several times the expression “understanding actions of 

others”.  But what does this mean exactly? The first answer that comes to mind derives from 
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philosophy. It implies that the person observing the action of another person has some 

knowledge of the beliefs, desires, and intentions of the person executing that action. This 

knowledge allows the observer to infer the reasons behind the observed behavior. However, if 

we take a closer look at the commonly accepted meaning of “understand”, we see that it does 

not exclude the possibility of understanding an observed action without necessarily having a 

knowledge of the mental states that have motivated it.  Imagine, for example, a person reaching 

for a glass of beer and someone asking you if you have understood what that person is doing. 

Your answer would most likely be: “This person is picking up that glass”. You might even say, 

“This person is going to pick up the glass in order to drink from it.” Your answer is most likely 

correct, even if you are not aware of the reasons that motivated the person to reach for the glass. 

In this example, understanding the action means to identify the goal of the motor act (pick up 

the glass), and to infer the possible intention underlying it (to drink). In order to clarify the 

meaning of “understand”, it has been suggested to call for a full understanding of the action if 

the notion of understanding includes knowledge of the mental states of the agent, and of basic 

understanding if the observer identifies the goal of the motor act and infers the intention behind 

the action without knowing the reasons that led to its execution (Rizzolatti & Sinigaglia, 2023). 

 The understanding of the others’ intention (basic understanding) described by Cattaneo 

et al. (Cattaneo et al., 2007) is most likely mediated by the intentional mirror mechanism. As 

discussed above this mechanism is poorly developed, or even absent, in younger children. This 

finding appears to be in line with the data obtained in ASD children by Boria et al. (Boria et al., 

2009) where ASD and typically developing (TD) children had to decide the “what” and the 

“why” of hand actions presented on a computer screen. To make an example, they saw a pair 

of scissors and a hand grasping them. The grasping hand could be positioned on the scissors 

handle, as one does for using the scissors, or on the center of the scissors, as one does for 

moving them. Both groups of children responded correctly to the "what" question, stating that 

the hand was grasping an object, scissors in our example; however, the ASD children failed to 

indicate the "why" of the observed gesture, most of the errors stemming from the "move" 

condition, i.e., the one showing an unusual action associated with scissors. In a further 

experiment, the same two groups of children saw pictures showing a hand grasping an object 

as in the previous experiment but, this time, within a context suggesting either the typical use 

of the object or its explicit placement into a container. Here, children with ASD performed like 

TD children correctly indicating the agent's intention. In summary, the present data and the 

previous data discussed above suggest that the capacity to understand the “what” of a motor act 

is a very early and robust acquisition. In contrast, the capacity to understand the intention of an 
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action, even the basic one, is a later acquisition based on the context in which the motor act is 

performed and, later, on the mirror intention chains.  

A further important finding that allows us to better clarify preschool-age data described 

here is that the activation of the MH muscle at the actual grasping time of the stimulus (time 0) 

during the observation of the experimenter’s grasping action was substantially greater in the 

younger children. Beyond understanding actions, mirror neurons facilitate imitation (Rizzolatti, 

2005), a well-known phenomenon in developmental psychology that allows children to learn 

from and interact with the world around them (Giudice et al., 2009; Heyes, 2001; Meltzoff & 

Marshall, 2018). As children develop, their imitation skills become increasingly sophisticated, 

moving from imitating facial expressions and other movements to imitating more complex 

actions and behaviors and understanding the intentions of others. The typical example is 

represented by the imitation of tongue protrusion originally described by Meltzoff and Moore 

(Meltzoff & Moore, 1977). These overt manifestations of imitative behaviors then tend to 

decrease and even disappear with age (see, 13). The increase of the MH muscle during the 

observation of the grasping action in the youngest children of the present study is most likely 

due to an immature frontal inhibitory control that gradually develops during childhood till early 

adulthood (Adleman et al., 2002; Bunge et al., n.d.; Rubia et al., 2006). This is also in line with 

our findings concerning the grasp-to-place conditions. The observed, albeit low, activation of 

the MH muscle during both the execution and observation of the placing action reinforces the 

idea that preschoolers have not yet developed an efficient frontal inhibitory control in the 

prefrontal lobe on the mirror neurons coding motor acts.  
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Abstract 

 

According to the Theory of Natural Pedagogy, object-directed emotion may provide different 

information depending on the context: in a communicative context, the information conveys 

culturally shared knowledge regarding the emotional valence of an object and is generalizable 

to other individuals, whereas, in a non-communicative context, information is interpreted as a 

subjective disposition of the person expressing the emotion, i.e., personal preference. We 

hypothesized that this genericity bias, already present in infants, may be a feature of human 

communication and, thus, present at all ages. We further questioned the effects of robotic 

ostensive cues. To explore these possibilities, we presented object-directed emotions in 

communicative and non-communicative contexts under two conditions: adult participants (N = 

193) were split into those who underwent the human-demonstrator condition and those who 

underwent the robot-demonstrator condition, i.e., a human actor or a robot displayed object-

directed emotions, respectively. Questionnaires further assessed the participants’ attachment 

style and mentalization ability. The results showed that (1) Natural Pedagogy Theory applies 

to humans across the lifespan; (2) Shared knowledge depends on the contexts (communicative 

vs. non-communicative) and who is sharing the information (human or robot); and (3) robotic 

ostensive cues trigger participants’ attention, conversely, in their absence, participants do not 

turn the robot into a communicative partner by not assigning it a communicative intention due 

to a difficulty in reading the robot’s mind. Taken together, our findings indicate that robotic 

ostensive cues may ease the human-robot interaction (HRI), which is also biased by the human 

attachment style.  

The study was preregistered in Open Science Framework, OSF on September 9, 2021 

(Registration DOI https://doi.org/10.17605/OSF.IO/9TWY8). 
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Introduction 

 

Natural Pedagogy Theory 

The evolutionary success of our species depends crucially on the social transmission of 

knowledge both contemporaneously and throughout historical time. Hence, one of the first 

challenges a human being faces is learning about and from the world around him/her. Children 

are able to draw information relevant to their behavior by simply observing the reactions of 

adults and gaze direction toward an object or event (Moses et al., 2001; Mumme & Fernald, 

2003), and by decoding emotional information and discriminating between facial (Baldwin & 

Moses, 1996) and vocal expressions (Mumme & Fernald, 2003). This form of social cognition 

emerges at approximately one year of age when infants begin to engage with others in various 

types of joint attentional activities, such as gaze, social reference, and gestural communication, 

which generate cultural learning that enables the acquisition of language, discursive skills, tool-

use practices, and other conventional activities (Isernia et al., 2019; Tomasello, 1999). 

Csibra and Gergely (Csibra & Gergely, 2009; Csibra & György, 2006) framed out the 

Natural Pedagogy Theory which posits Pedagogy as a specific type of communication that 

enables rapid and efficient social learning that – similarly to all types of social learning 

(imitation, emulation, etc.) – conveys generalizable knowledge that is valid beyond the actual 

situation (Csibra & György, 2006). Thus, it is important to consider the distinctive nature of 

Pedagogy both as a particular type of social learning and as a particular type of communication. 

Csibra and Gergely’s theory is grounded on the Gricean notion of ostensive communication, 

which postulates that an essential feature of human communication is the expression and 

recognition of intents (Grice, 1991). Ostensive communication is achieved through the 

production of ostensive signals, stimuli, or cues that indicate a communicative intention 

towards an addressee. Ostensive cues typically lead the addressee to feel recognized as a subject 

(Fonagy & Allison, 2014), encouraging more rapid knowledge acquisition (Luyten et al., 2020) 

and allowing the establishment of epistemic trust (Fisher et al., 2021; Fonagy & Allison, 2014). 

Importantly, it is plausible that secure attachment acts as a guarantee of the authenticity of 

knowledge (Fonagy et al., 2007), as the child is more likely to attend to the known and trusted 

adult indicating and naming new objects or showing whether the object is good or bad through 

social referencing (Baldwin & Moses, 1996; Tomasello, 1999).  
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Ostensive cues and social interaction 

Human infants are highly sensitive to social cues (Baldwin, 1993; Baldwin & Moses, 

1996; Flom et al., 2007; Mumme & Fernald, 2003; Tomasello, 1999), i.e., behavioral cues – 

such as eye contact, infant-directed speech, turn-taking contingent discourse, calling an infant 

by name, etc. – which indicate a clear communicative intention of an agent. This has led to a 

growing interest in how social cues, such as object-directed emotional expressions, can be an 

important source of social information. The caregiver’s ostensive cues not only cause the infant 

to interpret the adult’s action as indicative of a communicative intention to transfer relevant 

knowledge but also generate attachment security through a sensitive and contingent response 

(Fonagy et al., 2007). Social cues act differently in terms of preparing the observer to obtain 

certain types of object information and should be distinguished from non-communicative cues 

concerning the expected effects (Csibra & Gergely, 2009; Csibra & György, 2006). In this 

respect, in communicative contexts, i.e., when the addressee is engaged through ostensive cues, 

a genericity bias is generated, in other words, the information conveyed is processed as 

generalizable to other individuals and valid beyond the present situation (Csibra & Gergely, 

2009; Egyed et al., 2013; Marno et al., 2014; Yoon et al., 2008). In this sense, ostensive cues 

make it possible to convey generally shared knowledge. Infants’ sensitivity to ostensive signals 

triggers an automatic predisposition in the child to receive new and relevant information, made 

manifest by the communicative intention of the adult through ostensive communication (Csibra, 

2010; Gergely, 2007). Within these communicative contexts, ostensive cues (such as gaze 

shifting, head movement, and pointing) generate an expectation of generic content in the 

addressee: unless the context or other cues specify otherwise, children interpret the information 

they receive as generic rather than episodic (Csibra & Gergely, 2009; Egyed et al., 2013; 

Vorms, 2012). Consequently, Natural Pedagogy theorists have argued that an ostensive or 

communicative context generates a genericity bias whereby the addressee expects to be taught 

something generalizable and focuses his or her attention on the intrinsic characteristics of the 

object referent (Csibra & Gergely, 2009). For instance, Yoon and colleagues (Yoon et al., 2008) 

showed that when 9-month-old infants were introduced to an object in a communicative 

context, they remembered generic properties of the object (such as its identity); but when the 

same object was presented in non-communicative contexts, they were more likely to remember 

its location, that is context-specific properties. In line with these results, Marno and colleagues 

(Marno et al., 2014) also found that, in a communicative context, adult participants 

preferentially encoded the object’s identity at the expense of its location, showing that 

communicative cues modulate attention to and encoding of the properties of an object in adults 
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as well. Moreover, a recent study by Okumura et al. (Okumura et al., 2020) reported that, 

although both attentional cues (such as a beep) and ostensive cues affected infants’ gaze-

following, only ostensive cues facilitated their referential object learning. In line with these 

results, studies that have explored the effects of ostensive cues on infants’ tendency to follow 

others’ gaze toward objects, further showed that children were more likely to follow the agent’s 

gaze if it was preceded by ostensive cues (Senju & Csibra, 2008), even when the agent was a 

robot (Okumura et al., 2013). In the experiments by Okumura et al. (Okumura et al., 2013), 12-

month-olds watched videos in which a human or a robot looked toward an object. Their aim 

was to examine whether robots can influence infants’ learning and, given the empirical evidence 

that has demonstrated the importance of verbalizations in establishing joint attention in infant-

adult interactions (Parise et al., 2007), the authors added ostensive verbal signals while the robot 

gazed at an object. Results showed that when the robot’s gaze was accompanied by ostensive 

verbal cues, children not only followed the direction of the robot’s gaze but also paid 

preferential attention to the object when the ostensive cue was present. Based on this evidence, 

Natural Pedagogy theorists have argued that children encode information differently depending 

on whether it is presented in a communicative context compared with a non-communicative 

context.  

 

Shared Knowledge 

Within the conceptual framework of Shared Knowledge (Csibra & Gergely, 2009), in 

communicative contexts, children would assign an object-centered interpretation to individuals’ 

object-directed emotions. Namely, the addressee of ostensive communication would focus on 

the intrinsic characteristics of the object and this kind of interpretation would allow children to 

a) act in an emotionally consistent way not only toward the referent in the here and now, but 

also in the future situations, and b) expect other people to share the same emotional disposition 

and act accordingly toward the same type of referent (Egyed et al., 2013). Ostensive signals 

increase the likelihood that the information provided will be generalized to other circumstances 

or interactions (Schröder-Pfeifer et al., 2018). To exemplify the concept, Egyed et al. (Egyed et 

al., 2013) provided the example of a snake: the parent who sees their child approaching a snake 

will show an expression of fear towards it to warn the child of the danger. The adult intends to 

communicate to the child that the snake is dangerous to approach. By addressing the child with 

ostensive signals, the child will assign to the referent an object-centered interpretation 

generalizable to future situations and other individuals, i.e., an awareness that snakes are 

dangerous. On the other hand, when the expression of fear is observed in a non-communicative 
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context, infants would assign a person-centered interpretation to the snake that would lead them 

to not generalize the emotional disposition as applicable to other individuals but would interpret 

the object-directed emotion as an emotional attitude of that person (e.g., my parent is afraid of 

snakes) (Egyed et al., 2013). Previous works have suggested that children, even at very early 

ages, are able to flexibly assign person- and object-centered interpretations to the display of 

referential emotions depending on whether they are shown in a communicative or non-

communicative context (Egyed et al., 2013; Träuble & Bätz, 2014). For instance, Egyed and 

colleagues (Egyed et al., 2013) found that 18-month-old infants flexibly assign person- and 

object-centered interpretations according to the context in which the emotion was displayed. 

The experiment consisted of an actress displaying positive versus negative emotions toward 

two objects differing in their shape and color; then, the same or another actress made a request 

for one of the objects. After being addressed in an ostensive communicative manner, infants 

were more likely to choose the object with a positive valence in response to the unknown 

actress’ request. On the other hand, when the object-directed emotion was displayed within a 

non-communicative context (i.e., infants were not directly addressed), infants did not generalize 

the object-directed emotion when responding to the different actress’s object request. The 

results suggested that 18-month-olds interpret expressions of emotion toward an object 

communicated in an ostensive way as revealing general valence information about the object 

that is also relevant to and shared by other people. In other words, infants assigned to the object-

directed emotion an object-centered interpretation. In contrast, when the same emotion 

expression is displayed in a non-communicative context, infants’ interpretation is person-

centered, i.e., infants interpret the object-directed emotion as a person-specific attitude or a 

personal preference (she likes it/she does not like it) and episodic.  

 

Aim of the study 

The aim of the present study is twofold: 1) to investigate whether the Shared Knowledge 

assumption is a feature of human communication and thus it is found in adulthood; 2) to 

evaluate whether ostensive cues acted upon by a robotic agent may lead to effects beyond mere 

attentional arousal and whether the Shared Knowledge assumption persists in human-robot 

interaction (HRI) as well. These questions were inspired by the increasing use of robotic agents 

in educational settings, which demands an effort in understanding the mechanisms underlying 

HRI. Numerous studies have contributed to our understanding of how people interact with 

robots in educational contexts (Baxter et al., 2017; Belpaeme et al., 2018; Breazeal et al., 2016; 

Cangelosi & Schlesinger, 2018; Di Dio, Manzi, Itakura, et al., 2020; Di Dio, Manzi, Peretti, et 
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al., 2020b; Kanda et al., 2004; Kont & Alimardani, 2020). These studies have shown that the 

attribution of mental abilities and psychological traits to robots (Di Dio, Manzi, Peretti, et al., 

2020b) (for a review, see also (Marchetti et al., 2018)) and the human-likeness, play a 

significant role in establishing trust and facilitating human-robot interaction (Di Dio, Manzi, 

Peretti, et al., 2020a; Manzi, Peretti, et al., 2020; Manzi, Di Dio, et al., 2021; Manzi, Sorgente, 

et al., 2021; Vinanzi et al., 2019; Złotowski et al., 2015). Some fundamental mechanisms of 

social cognition, such as eye gaze (Manzi, Ishikawa, et al., 2020; Okumura et al., 2013, 2020) 

and joint attention (Chevalier et al., 2020), have been studied using humanoid robots, but little 

is actually known about the effect of ostensive cues on the conveyance of relevant information 

and related generalization processes acted by a robot.  

Although there is little work in the state of art investigating the hypotheses of Natural 

Pedagogy in adults, the promising results found by Marno and colleagues (Marno et al., 2014) 

suggest that communicative and non-communicative contexts do not exclusively exert their 

effects on infants. Based on these assumptions, we hypothesized that the Shared Knowledge 

assumption described above reflects a feature of human communication, and if so, it should 

persist in adulthood. In addition, we wondered whether the Shared Knowledge assumption is 

restricted only to human ostensive cues. That is, what happens when a robot ostensively engages 

a person through eye contact and greetings? What effects do ostensive cues act by a robot exert 

on adult participants? Our study investigated these questions by directly comparing conditions 

in which a human or a robot displayed object-directed emotions in both communicative and 

non-communicative contexts. To investigate these hypotheses, one-hundred and ninety-three 

(193) Italian adult participants (age range = 18-61 years) were involved in the study. We have, 

therefore, developed a paradigm inspired by the work of Egyed, Kiràly, and Gergely (Egyed et 

al., 2013) to test whether the Shared Knowledge assumption persists into adulthood and whether 

this phenomenon is activated when a robotic agent acts as a communitive partner. We expected 

to replicate the results of the original work regarding the persistence of the genericity bias in 

adulthood. With respect to the robot condition, we hypothesized that robot ostensive 

communication acted by a robot that goes beyond mere attentional arousal and might influence 

participants’ likelihood of sharing the positively valenced object. We have modified the original 

paradigm (Egyed et al., 2013) to adapt it to adult participants and online administration. In order 

to ensure optimal control over the actions and behaviors of both the human and robot 

participants in this initial study, we opted for a video-based version of the interaction, where 

several parameters could be properly manipulated and controlled. Assuming a significant effect 

of the robot agent on the participant’s behavior, it would be conceivable to evaluate the behavior 
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in a more ecological setting. We recorded video clips representing humans and robots acting as 

the demonstrator and requester (the one performing the object-directed emotion) and the 

requester (the one making the request to share). We split the sample into those who underwent 

the robot-demonstrator condition and those who underwent the human-demonstrator condition. 

The actor (human or robot) displayed two different emotions, one with positive and the other 

with negative valence, toward two different unfamiliar objects. We involved two social robots, 

namely QT Robot and NAO, to play the role of demonstrator and requester in the experimental 

condition. Crucially, during the familiarization phase, the demonstrator displayed emotions in 

a  communicative (the human or the robot ostensively greeted the participant) or non-

communicative context (the human or the robot acted as if alone); in the test phase, participants 

saw the requester make a request by reaching his/its hand (the requester could be the same, a 

different person/robot or another agent depending on the demonstrator’s agency) and, 

subsequently, chose which object sharing with the requester. After the Shared Knowledge task, 

we administered two questionnaires assessing participants’ attachment style and mentalization 

ability, the Attachment Style Questionnaire (ASQ; Feeney et al., 1994) and the Reflective 

Functioning Questionnaire (RFQ; Fonagy et al., 2016) respectively. Participants’ attachment 

style and mentalization ability were assessed because they are constructs intrinsically linked to 

ostensive communication. Finally, we administered the Attribution of Mental States 

questionnaire (AMS-Q; Miraglia et al., 2023), a tool that assesses the degree of mental 

anthropomorphism of nonhuman agents. 

 

Methods 

Participants 

One-hundred and ninety-three (193) Italian adult participants (Mean age = 27.98 years, SD = 

8.89, age-range = 18-61 years) took part in the study. Inclusion criteria for all participants were 

age of majority and being a native Italian speaker. See Table 1 for details of the demographic 

characteristics of the sample. The participants were recruited on Prolific for 5.50$ per hour. The 

platform allows participants to be selected based on nationality and other characteristics of 

interest (e.g., absence of special medical conditions).  

Participants were informed about the experimental procedure, the measurement items, 

and the materials. All participants gave written informed consent in line with the Declaration 

of Helsinki and its revisions and in accordance with the requirements of the ethics committee 
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of the Department of Psychology, Università Cattolica del Sacro Cuore, Milan, Italy, which 

approved this study. 

 
Table 1 – Sample socio-demographic characteristics  

Sociodemographic characteristics  
Age, mean ± SD   27.98 ± 8.89 
Gender  N (%) 

Male 97 (50.3%) 
Female 96 (49.7%) 

Residence N (%) 
Northwest Italy 56 (29.0%) 
Northeast Italy 43 (22.3%) 
Centre Italy 46 (23.8%) 
South Italy 23 (11.9%) 
Sicily and Sardinia 25 (13.0%) 

Educational level N (%) 
Middle school 2 (1.0%) 
High school 96 (49.7%) 
Graduate school 86 (44.6%) 
Postgraduate school 9 (4.7%) 

Employment status N (%) 
Student 96 (49.7%) 
Employed 74 (38,3%) 
Unemployed 17 (8.8%) 
Other  6 (3.1%) 

 
 

Procedure and task 

General procedure 

In the current study, we modified the paradigm used by Egyed and colleagues (Egyed et al., 

2013) to adapt it to adult participants and online administration. Participants were assessed 

under two experimental conditions: the sample was split into those who underwent the robot-

demonstrator condition and those who underwent the human-demonstrator condition. In both 

the human and robot-demonstrator conditions, the experiment began with a familiarization 

phase in which object-directed emotion displays were presented in a communicative context, 

i.e., the demonstrator ostensively engaged with participants through eye contact and greetings, 

or non-communicative context, i.e., the demonstrator acted as if alone, without looking into the 

camera nor greeting participants. This was followed by a test phase in which the requester made 
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a request by extending his/its arm toward participants and asking them to give an object. The 

object that is positively valenced by the demonstrator is referred to as the target object. As in 

the original work (Egyed et al., 2013), we varied the identity of the requester, who might be the 

same person who showed the expressions of referential emotions or a different person; in 

addition, we also varied the genus of the requester which could be a human or a robot. We 

involved two social robots, i.e., QT Robot and NAO (Figure 1), to play the role of demonstrator 

and requester in the experimental condition. 

 

 
Figure 1 - QT Robot (on the left) and Nao (on the right). 

 

We, therefore, created six experimental conditions: 1) communicative-context/same-

person condition; 2) communicative-context/different-person condition; 3) communicative-

context/different genus condition; 4) noncommunicative-context/same-person condition; 5) 

noncommunicative- context/different-person condition; and 6) noncommunicative-

context/different genus condition. All conditions were administered in random order and were 

semi-balanced by agent (human-human, human-robot) and by role (demonstrator, requester). 

All conditions are illustrated in Figure 2 and 3. 
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Figure 2 - Human-demonstrator conditions: a) communicative context, same person; b) communicative context, different 
person; c) communicative context, robot; d) non-communicative context, same person; e) non-communicative context, different 
person; f) non-communicative context, robot. 
 

a)  

b)  

c)  
 

d)  

e)  

f)  
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Figure 3 - Robot-demonstrator conditions: a) communicative context, same robot; b) communicative context, different robot; 
c) communicative context, human; d) non-communicative context, same robot; e) non-communicative context, different robot; 
f) non-communicative context, human. 
 

After the Shared Knowledge task, participants were administered the following tests: 

the Attribution of Mental States questionnaire (AMS-Q) (Miraglia et al., 2023), the Reflective 

Functioning Questionnaire (RFQ) (Fonagy et al., 2016) (Italian version: (Morandotti et al., 

2018)), and a short version of the Attachment Style Questionnaire (ASQ) (Feeney et al., 1994) 

(Italian version: (Fossati et al., 2003)). The questionnaires were administered in random order. 

 

Experimental conditions: Shared Knowledge task 

The design of the Shared Knowledge task was a 2x3x2 repeated measures mixed model, with 

2 levels of context (communicative, non-communicative), 3 levels of requester (same identity 

– i.e. demonstrator and requester were the same person/robot; different identity – within agency, 

i.e., if the demonstrator was a human the requester was another human; if the demonstrator was 

a robot the requester was another robot; other identity – between agency, i.e., if the 

demonstrator was human, the requester was a robot and vice-versa) as the within-subject 

factors, and 2 levels of demonstrator (human, robot) as the between-subject factor. 

a)  

b)  

c)  
 
 

d)  

e)  

f)  
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The sample was initially split into two groups (between-subject factor): those who 

underwent the robot-demonstrator condition and those who underwent the human-demonstrator 

condition. Within each group, the participant watched six short video clips with a 24-second 

duration each (each frame of the video has the same duration), showing different conditions. 

Each condition differed in the type of context (communicative vs non-communicative, i.e., the 

demonstrator gazing toward and verbally engaging the participant prior to emotions display vs. 

a non-engaging approach); the demonstrator’s agency (human vs. robot); and requester: same 

agent (i.e., demonstrator and requester were the same person/robot), different identity 

(demonstrator and requester had the same agency – human or robot – but a different identity), 

and finally, other agent (the demonstrator and the requester could be human and robot 

respectively, or robot and human, thus counterbalanced by role). The experimental condition 

was as follows: 

• Familiarization phase: in this initial phase, a human or robotic demonstrator displayed 

an object-directed emotion, expressing joy toward one object and then turning toward 

the other, presenting an emotional expression of disgust (the objects are described in 

Stimuli). This sequence was repeated a second time. Before showing the emotions, in 

the communicative context, the demonstrator ostensively addressed the participants 

through eye contact (looking into the camera) and smiling while greeting them, saying, 

“Hi! Pay attention”. In the non-communicative context, the demonstrator never 

interacted with the participants: the human or robotic actor never looked at or talked to 

participants either before or during her object-directed expressions of emotions. 

• Test phase: In this subsequent phase, the human or robotic requester communicatively 

addressed the participants using ostensive signals (looking, smiling, greeting); he/it then 

displayed a hand request gesture (reaching out and placing his/its hand between the two 

objects with the palm facing upward), and said, “Give me one of them!”. Throughout 

the test phase, the requester would only look at the camera and never at the objects. At 

this point, participants had to select which object they would like to share with the 

requester. 

 

Stimuli 

Two unfamiliar objects with different colors, different shapes, and similar affordance properties 

for both humans and robots were used (about 6.18 inch). Their left-right position on the table 

and the demonstrator’s emotion associated with them were counterbalanced among conditions 

(Figure 4). 
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Figure 4 – Unfamiliar objects presented in the Shared Knowledge task: object A on the left; object B on the right. 

 

Control conditions 

Before starting with the experimental conditions (see above), control conditions were 

administered to evaluate object preferences, robot gender recognition, and emotion labeling. 

More specifically, prior to carrying out the experimental conditions, the participants had to 

express their liking of the two objects, as well as indicate the gender of the robot. Additionally, 

to ensure that the demonstrators’ expressed emotions were clearly recognizable, participants 

were asked to view pictures of the human and robot demonstrators while expressing emotions 

of joy and disgust. Participants might choose from six different emotions, specifically: joy, 

anger, surprise, sadness, disgust, and fear. 

 

Correlated assessments 

Besides the Shared Knowledge task, the protocol included the Attribution of Mental States 

(AMS), the Reflective Functioning Questionnaire (RFQ), and a short version of the Attachment 

Style Questionnaire. 

The Attribution of Mental States questionnaire (AMS-Q) (Miraglia et al., 2023). AMS-

Q is a 23-item questionnaire that evaluates the attribution of mental and sensory states to 

pictures of a human stimulus (female or male). The tool measures the degree of mental 

anthropomorphization of the non-human agents (e.g., animals, robots, inanimate objects, 

paranormal entities, and even God) by comparing the scores obtained from the human stimulus 

with those obtained from the non-human stimuli. The AMS-Q consists of three subscales: 

AMS-NP, which reflects the attribution of epistemic mental states (e.g., beliefs, thoughts, 

inferences), well-being states, and positive emotions; AMS-N, which includes the attribution 

of mental states that belong to the semantic field of deception (e.g., tell a lie) and negative 

emotions; and AMS-S which refers to sensory states (e.g., hear, smell). Participants were asked 

to rate each item according to a 5-point Likert scale ranging from 1 (No, not at all) to 5 (Yes, 
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very much). The scoring was calculated by averaging the items for each factor. The AMS-Q 

has been used in previous work (Di Dio et al., 2018; Di Dio, Manzi, Itakura, et al., 2020; Di 

Dio, Manzi, Peretti, et al., 2020b; Manzi, Peretti, et al., 2020) and has been shown to be a 

consistent measure in the attribution of mental states to both humans and robots. The 

questionnaire was administered twice with a human and a robot image as stimuli in random 

order. The reliability of the scale was excellent, with a Cronbach alpha coefficient reported of 

.96 and .91, respectively. 

Reflective Functioning Questionnaire (RFQ) (Fonagy et al., 2016). The brief version of the 

RFQ comprises two subscales, assessing the degrees of uncertainty (RFQ_U) and certainty 

(RFQ_C) about mental states. The Italian brief version (Morandotti et al., 2018) is composed 

of 8 items that are scored by the participant on a 7-point Likert scale (ranging from “completely 

disagree” to “completely agree”). As a result, the low agreement reflects hypermentalizing, 

while some agreement reflects adaptive levels of certainty about mental states. The internal 

consistency of the sample test was acceptable, with a Cronbach alpha coefficient reported of 

.71. 

The Attachment Style Questionnaire (ASQ) (Feeney et al., 1994; Fossati et al., 2003). 

ASQ is a 40-item self-report questionnaire, designed to measure five dimensions of adult 

attachment: Confidence in Self and Others (8 items), Discomfort with Closeness (10 items), 

Relationships as Secondary (7 items), Need for Approval (7 items), and Preoccupation with 

Relationships (8 items). Each item is rated on a 6-point scale, ranging from 1 (totally disagree) 

to 6 (totally agree). In the current study, we administrated three out of the five subscales were 

administered, i.e., Trust, which reflects a secure attachment orientation; Need for Approval, 

which reflects respondents’ need for acceptance and confirmation from others; and Concern for 

Relationships, which involves an anxious and dependent approach to relationships. In the 

current study, the Cronbach alpha coefficient was .80, showing good internal consistency of the 

sample test. 

 

Data Analysis 

A General Linear Model (GLM) analysis was performed to assess the impact of context 

(communicative vs non-communicative) and requester (same requester, different requester, 

another agent) on participants’ choice of target objects under two conditions: human-

demonstrator condition and robot-demonstrator condition. The proportion of congruent 

responses, i.e., when participants chose to share the object with positive valence, was the 
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dependent variable. The participants’ object preference was then used as a covariate in the 

2x3x2 repeated measures GLM, with 2 levels of context (communicative, non-communicative), 

3 levels of requester (same identity; different identity, other identity) as the within-subject 

factors; and 2 levels of demonstrator (human, robot) as the between-subject factor. The 

Greenhouse-Geisser correction was used for violations of Mauchly’s Test of Sphericity (p 

<.05). Post-hoc comparisons were Bonferroni corrected. 

Furthermore, a GLM analysis was used to assess whether the participants discriminated 

between the human and robot’s mental states, whereas independent binomial logistic 

regressions were carried out to assess possible predictive effects of the participants’ reflective 

functioning skills and attachment style on responses in the Shared Knowledge task. 

 

Results 

Object preference 

Participants were asked to express their liking for the two objects. They showed a significant 

preference for object A: 48.2% responded “like” for object A vs 14.5% for object B. For object 

B response distribution mainly fell between “neutral” (29.5%) or “like a little” (33.7%). Object 

preference was controlled both by design through randomization of objects’ location and 

associated emotions (see Methods above), and by statistics, i.e., by including the variable 

“object preference” as a covariate in the GLM analysis carried out to examine participants’ 

responses in the Shared Knowledge task. 

Robot gender 

As the actors involved in the study were men, we assessed the participants’ perception of the 

robot’s gender to ensure the gender match. Overall, the robot (QT robot) employed in the study 

as the demonstrator has been correctly identified as male (78.8%). About 20% answered “don’t 

know”, showing that some people do not consider the robot to belong to a specific gender. 

These data are in line with the results of a preliminary pilot study also evaluating people’s 

identification of the robots’ gender. 

Emotion recognition 

The emotions expressed by humans and robots were correctly recognized by most participants. 

Those who did not correctly name the emotions still correctly indicated the positive or negative 

valence of the observed emotion (i.e., joy, disgust, fear, sadness, surprise, and anger). The 

proportions of emotion recognition are given in Table 2. 
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Table 2 – Proportions in Emotion Labelling in the Emotion Recognition Task 

Joy  N (%) T-test (p) 
Human 1 168 (87.0%) <.001 
Human 2 175 (90.7%) <.001 
QT Robot 188 (97.4%) <.001 

Disgust N (%) T-test (p) 
Human 1 171 (88.6%) <.001 
Human 2 153 (79.3%) <.001 
QT Robot 178 (92.2%) <.001 

Fear  N (%) T-test (p) 
Human 1 2 (1.0%) <.001 
Human 2 0 (0%) <.001 
QT Robot 3 (1.6%) <.001 

Sadness N (%) T-test (p) 
Human 1 3 (1.6%) <.001 
Human 2 1 (0.5%) <.001 
QT Robot 7 (3.6%) <.001 

Surprise  N (%) T-test (p) 
Human 1 17 (8.8%) <.001 
Human 2 16 (8.3%) <.001 
QT Robot 5 (2.6%) <.001 

Anger N (%) T-test (p) 
Human 1 15 (7.8%) <.001 
Human 2 39 (20.2%) <.001 
QT Robot 1 (0.5%) <.001 

 

Main Analysis: Shared Knowledge task 

The binomial analysis first revealed that the proportion of congruent responses was 

significantly above the chance level for all conditions (p <.001), indicating that the object with 

positive valence was more likely to be shared with the requesters independently of context 

(communicative vs. non-communicative), requester’s identity (same, different, other), and 

demonstrator’s genus (human, robot). Additionally, by introducing “object preference” as a 

covariate in the GLM analysis below, the results further showed no substantial correlations 

between the participants’ responses in the Shared Knowledge task and object preference (p 

>.05), thus indicating that object preference did not influence participants’ choices (see also 

analysis of covariates below). Values of the GLM with and without covariate are reported in 

Table 3. 

 
Table 3 – Scores of robot demonstrator and human demonstrator conditions with and without object 
preference as a covariate 
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   Pairwise 

comparisons 
without covariate 

Pairwise 
comparisons 

with covariate 
Demonstrator 
 

Context Requester  Mdiff SE Mdiff SE 

Robot Communicative Same robot Different 
robot .07 .05 .07 .05 

Human .13* .05 .14* .05 
Different 
robot 

Same robot -.07 .05 -.07 .05 
Human .06 .05 .06 .05 

Human Same- 
Robot -.13* .05 -.14* .05 

Different 
robot -.06 .05 -.06 .05 

Non-
Communicative 

Same robot Different 
robot -.16* .05 -.16* .05 

Human .01 .05 .01 .05 
Different 
robot 

Same robot .16* .05 .16* .05 
Human .17* .05 .16* .05 

Human Same robot -.01 .05 -.01 .05 
Different 
robot -17* .05 -.17* .05 

Human Communicative Same person Different 
person .05 .05 .05 .05 

Robot -.01 .05 -.01 .05 
Different 
person 

Same 
person -.05 .05 -.05 .05 

Robot -.06 .05 -.06 .05 
Robot Same 

person .01 .05 .01 .05 

Different 
person .06 .05 .06 .05 

Human Non-
communicative 

Same person Different 
person .13* .05 .13* .05 

Robot .08 .05 .09 .05 
Different 
person 

Same 
person -.13* .05 -.13* .05 

Robot -.04 .05 -.04 .05 
Robot Same 

person 
-.08 05 -.09 05 

Different 
person 
 

.04 05 .04 05 

 

The main results of the GLM analysis related to the Shared Knowledge task showed a 

significant interaction between demonstrator and context, F(1, 189) = 38,81, p < .001, partial-

η2 = .17, δ = 1, and demonstrator and requester, F(2, 188) = .85, p < .05, partial-η2 = .06, δ = 

90, suggesting a difference in the effectiveness of the ostensive cues and in the role played by 

human and robot in the processes of shared knowledge. Also, a significant three-way interaction 

was found between context, demonstrator, and requester, F(2, 188) = 38,81, p < .05, partial-η2 

= .05, δ = .80. 
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First, under the human-demonstrator condition, pairwise comparisons showed that participants 

were more likely to share the target object (i.e., the positively valenced object) with the same 

person that acted as the demonstrator in the non-communicative context than in the 

communicative context, Mdiff=.17, SE=.05, p<.001. These data partially support the results of 

the original work ((Egyed et al., 2013); Figure 6). Also, a significant difference was found 

between sharing with the same person acting both as demonstrator and requester rather than 

with different human acting as a requester in the non-communicative context, Mdiff=.13, 

SE=.05, p < .05. 

 

Secondly, under the robot-demonstrator condition, pairwise comparisons showed that 

participants were more likely to share the target object with the same robot that acted as a 

demonstrator in a communicative than a non-communicative context, Mdiff=.26, SE=.05, 

p<.001. Furthermore, the target object was more likely to be shared with a human in the 

communicative than non-communicative context, Mdiff=.13., SE=.05, p<.05. Within the 

communicative context, the target object was more likely to be shared with the same robot that 

acted as demonstrator than with the human, Mdiff= .14, SE=.05, p< .05; whereas, in the non-

communicative contexts, it was more likely to be shared with the other robot than with both the 

same robot, Mdiff=.16, SE=.05, p<.05, and the human, Mdiff= .17, SE= .05, p<.05 (Figure 5). 
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Figure 5 - interaction effect divided by the demonstrator’s agency (human, robot), highlighting the differences between 

requesters within and between communicative contexts. 
 

Also, in the communicative context, pairwise comparisons showed that participants 

were more likely to share the target object with the robot (either the same or different) when 

the robot played as the demonstrator than with the human (either the same or different), Mdiff= 

.22, SE= .05, p<.001; Mdiff= .20, SE= .06, p<.001, respectively. In contrast, in the non-

communicative context, participants were more likely to share the target object with the same 

human as the requester than with the same robot acting as both demonstrator and requester, 

Mdiff= .21, SE= .05, p<.001, and to share with the human when the robot was the demonstrator 

and with a human when the robot was the demonstrator than with the robot when the 

demonstrator was human. 

 

AMS-Q 

To assess whether the human and robot were perceived as distinct entities from a mental content 

and sensory attributes perspective, a 2x2 GLM analysis was carried out, with two levels of AMS 
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(mental states, sensorial states) and two levels of agent (human, robot). The results showed a 

main effect of AMS, F(1, 191) = 58.70, p < .001, partial-η2 = .24, δ = 1, indicating a greater 

attribution of sensory than mental states, and a main effect of agent, F(1, 191) = 2548.12, p < 

.001, partial-η2 = .93, δ = 1, indicating that the robot scored significantly lower than the human 

in states attribution. A significant interaction between AMS and agent, F(1, 191) = 63.8, p < 

.001, partial-η2 = .25, δ = 1, also showed that – for the robot – sensory states attribution was 

substantially greater than mental states attribution, Mdiff=.43, SE=.05, p<.001. This difference 

was not present for human, p>.05. 

 

Logistic regression 

Before running the binomial logistic regressions to assess possible predictive effects on 

participants’ responses, we carried out Pearson’s correlation analysis examining the relations 

between the Shared Knowledge task and participants’ reflective functioning skills and 

attachment style. The analysis yielded a relation between the non-communicative/other-agent 

condition when the robot was the demonstrator, and Certainty (RFQ_C) about the mental states 

of self and others, r(97) = 0.22, p 

<.01. A significant negative relationship was found between the non-communicative 

context/other- agent condition when the human was the demonstrator and the subscale of ASQ, 

namely, Need for Approval, r(96) = -0.27, p <.01; while, in the communicative context, the 

specular condition was moderately associated to the Concern about relationships of ASQ, r(96) 

= 0.21, p <.05. 

Based on these results, we carried out binomial logistic regression on three conditions 

of the Shared Knowledge task with Bonferroni adjustments (p values <.016 considered 

significant) that correlated with the RFQ and ASQ. The model included five independent 

variables (RFQ_C, RFQ_U, ASQ-Trust, ASQ-Need for Approval, and ASQ-Concern about 

relationship). Linearity of the continuous variables with respect to the logit of the dependent 

variable was assessed via the Box- Tidwell procedure: all continuous independent variables 

were found to be linearly related to the logit of the dependent variable. We ran three independent 

logistic regression models for each condition, to outline possible predictive effects of the 

participants’ reflective functioning skills and attachment style on responses in the Shared 

Knowledge task. 

1) Robot demonstrator – human requester, non-communicative context. When the robot 

was the demonstrator, in the non-communicative context/other agent (i.e., when the 

requester was a human) condition, there was one standardized residual with a value of 
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-3.28 standard deviations and the associated case was deleted from the analysis. Thus, 

binomial regression was performed again. The full model containing all predictors was 

statistically significant, χ2(5, N = 96), 14.43, p = .013, indicating that the model is able 

to distinguish between those who gave a coherent answer versus those who gave an 

incoherent answer. The model correctly classified 76.0% of cases, indicating the correct 

identification of the coherent answer (i.e., the positive valence of the object conveyed 

by the robot). As shown in Table 4, only two of the independent variables made a 

statistically significant contribution to the model: RFQ_C and ASQ-Need for approval. 

2) Human demonstrator – robot requester, non-communicative context. Similarly, when 

the human was the demonstrator, in the non-communicative context-other agent (i.e., 

when the requester was a robot) condition, there were two standardized residuals with 

a value of -4.59 and -3.88 standard deviations, which were discarded. Once again, the 

binomial regression was performed, and the assumption of linearity was not violated. 

The logistic regression model was statistically significant χ2(5, N = 94), 18.32, p = .003. 

The model correctly classified 88.3% of cases, indicating the correct identification of 

the coherent answer (i.e., the positive valence of the object conveyed by the human). In 

this condition, the predictor variable of sharing the positive valence conveyed by the 

human was the Attachment Style Questionnaire’s need for approval, recording an odds 

ratio, Exp(B), of .77 (Table 4). 

3) Human demonstrator – robot requester, communicative context. Lastly, when the 

demonstrator was acted by a human, in the communicative context-other agent (i.e., 

when the requester was a robot) condition, three standardized residuals with values 

above 2.5 were eliminated as these were clear outliers. The new binomial logistic 

regression showed that the full model containing all predictors was statistically 

significant, χ2(5, N = 93), 14.25, p = .014. The model correctly classified 82.8% of 

cases, indicating the correct identification of the coherent answer (i.e., the positive 

valence of the object conveyed by the human). Also in this condition, two of the 

independent variables made a statistically significant contribution to the model: ASQ-

Need for approval and ASQ-Concern about relationships (Table 4). 
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Table 4 – Logistic regression predicting the likelihood of sharing object 

  B SE Wald df p Exp(B) 95% CI for 
EXP(B) 

        Lower Upper 
Robot_dem, 
Non-comm, 
Human_req 

ASQ_NeedApp -.15 .06 5.93 1 .015 .86 .77 .97 

RFQ_C -.18 .07 6.15 1 .013 .83 .72 .96 

Human_dem, 
Non-comm, 
Robot_req 

ASQ_NeedApp -.26 .9 8.76 1 .003 .77 .65 .92 

Human_dem, 
comm, 

Robot_req 

ASQ_NeedApp -.12 .06 3.71 1 .05 .89 .79 1 

ASQ_CAR .17 .06 7.37 1 .007 1.18 1.05 1.33 

Note: ASQ_NeedApp = Need for Approval (ASQ); ASQ_CAR = Concern about Relationships (ASQ); FRQ_C = Certainty 
about the mental states of self and others.  
 

Discussion 

The present study aimed to assess whether the Shared Knowledge assumption, driven by 

Natural Pedagogy Theory, is a general feature of human communication and therefore persists 

into adulthood. Additionally, this study aimed at better understanding human-robot interaction, 

and, for this purpose, we investigated whether the robot, when using ostensive signals, prepares 

the addressee for the intent to communicate generalizable information. To this end, we 

developed a paradigm inspired by Egyed et al.’s work (Egyed et al., 2013), in which 

participants, after having observed the agent’s positive or negative emotions toward two 

objects, had to decide which object to be shared with a requester. Generally, the results of the 

present study showed 1) that the process of Shared Knowledge previously evaluated in children 

persists into adulthood, and 2) a fairly different pattern of behavior, when the demonstrator was 

human or robot, i.e., the positively valenced object (target object), was shared differently 

depending on whether the demonstrator or requester was a human or a robot, as well as on the 

contexts in which the demonstrator delivered the information (i.e., communicative vs. non-

communicative).  

Human-demonstrator condition 

Under the human-demonstrator condition, the results generally support the conclusions of the 

original work (Egyed et al., 2013), thus generalizing the paradigm carried out in presence of 

young children to adults. Specifically, we found that the target object was more likely to be 

shared with the same person than with another in the non-communicative contexts. 

Additionally, we further found that the tendency to share with the same person in the non-

communicative context is even greater than sharing with the same person in the communicative 
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context (this condition was absent in the original work). According to Egyed and colleagues 

(Egyed et al., 2013), our data would support the Shared Knowledge assumption of Natural 

Pedagogy Theory, which assumes that in a non-communicative context, children do not 

generalize the agent-specific attributions as applying to other individuals. Moreover, in the 

absence of ostensive cues, children assign a person-centered interpretation, whereby they 

interpret the received emotional information as valid only in relation to the referent in the 

current episodic situation. This idea is further supported by data from our study showing a lack 

of differences in object-sharing between requesters specifically in the communicative context: 

under the human-demonstrator condition, the target object was almost equally shared with the 

same person, with a different person, or even with the robot. As postulated by Natural Pedagogy 

Theory, communicative contexts place the addressee in an attentional state and prepare him or 

her to receive a subsequent communication containing information specifically relevant to him 

or her that should be remembered and encoded with other knowledge relevant to social 

situations (Csibra & Gergely, 2009; Egyed et al., 2013; Fonagy & Allison, 2014). Crucially, 

the ostensive cues that typically lead the infant to feel recognized as a subject (Fonagy & 

Allison, 2014), appear to exert their effects even on adults. Our results, consistent with Marno 

and colleagues’ study (Marno et al., 2014), seem to confirm that ostensive signals have effects 

beyond simple attentional arousal but prepare the addressee for generalizable knowledge in 

adult communication as well. Additionally, ostensive cues facilitate the relationship between 

demonstrator and requester as they trigger the epistemic trust that allows the addressee of 

object-directed emotion to trust the authenticity of the shared information. Thus, it is plausible 

to claim that ostensive communication triggers a sense of trust in the person conveying the 

information as a benevolent, cooperative, and reliable source of cultural information. 

Robot-demonstrator condition 

The results paint a quite different picture when the robot was the demonstrator. Opposite to 

what is described above, the target object was more likely to be shared with the same robot in 

the communicative context than in the non-communicative context. In the communicative 

context, the target object was shared equally with the same robot and with a different robot and 

was less likely to be shared with the human requester. When the robot displayed an object-

direct emotion, the human requester appeared as unprivileged as participants were less inclined 

to consider information received as generalizable to humans, but conversely applicable to any 

other robots. These results seem to suggest that the information the robot conveys might be 

considered “robot-specific”. A possible explanation for this finding lies in the Theory of Natural 
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Pedagogy that the expectation of learning generalizable knowledge is driven by members of the 

same social group (Csibra & Gergely, 2009, 2011; Csibra & György, 2006) and, as a matter of 

fact, robots are not perceived as belonging to the same social group as humans (as evidenced 

by the data of the AMS-Q). A similar tendency was observed in the non-communicative 

context, in which the target object was less shared with the human requester. In contrast to the 

human-demonstrator condition, in the non-communicative context, participants did not 

generalize the object positively valenced by the robot to the same robot - as postulated by 

Natural Pedagogy Theory - but rather generalized the target object to the different robot. These 

findings suggest that when dealing with robots, Natural Pedagogy assumptions on the genericity 

bias are no longer valid. Some other processes would be – as per our data – in place.  

Overall, the data collected in the robot-demonstrator conditions bring out the crucial role of 

ostensive cues in human-robot interactions. We asked whether and how robotic ostensive cues 

may influence interactions with humans. Although participants were not inclined to generalize 

the object-directed emotion displayed by the robot to the human requester, in the 

communicative context participants “listened to the robot” by paying attention to the expressed 

preference and sharing it with the same or different robot. In contrast, in the non-communicative 

contexts, participants, not being ostensively engaged by the robot demonstrator, tended to share 

more of the target object with the different requesting robot, which importantly always began 

the interaction by communicatively addressing the participants. It is, therefore, possible to 

hypothesize that when a robot does not communicate ostensively, people may not attribute a 

communicative intention to the robot and, consequently, do not consider it a communicative 

partner (Arita et al., 2005). The human-robot interaction apparently relies on a fundamental 

feature of human communication, namely the attribution of a communicative intention (Grice, 

1991), that is generally afforded by ostensive cues (e.g., direct eye contact, direct speech, calling 

one’s own name, or contingent response) (Russell, 1940; Vorms, 2012). When robots 

communicate ostensively, the addressee attributes a communicative intention to the robot 

(Itakura et al., 2008): verbalizations and gaze behavior facilitate the interpretation of the robot’s 

actions as communicative acts specifically directed at the addressee, leading the addressee to 

turn the robot into a communicative partner. By attributing communicative intentions, the 

addressee may consider the information and the communicator’s beliefs, views, and attitudes 

toward an object, even if conveyed by a robot. Our results are consistent with previous studies 

with children (Arita et al., 2005; Itakura et al., 2008; Okumura et al., 2013), in which the role 

of robotic ostensive cues has been found to be important, e.g., a robot that displays ostensive 

signals can facilitate the acquisition of information and learning (Okumura et al., 2013), and 
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intention attribution (e.g., Itakura et al., 2008). Furthermore, according to the Natural Pedagogy 

theory, communicative signals play a primary role in conveying relevant information because 

the addressee recognizes the agent’s actions as communicative acts, understands the intention 

to communicate, and feels involved as the recipient of the communication (Csibra & Gergely, 

2009, 2011). 

Attachment and mentalization ability in the Shared Knowledge task 

Participants’ attachment styles and specific reflective functioning processes were evaluated to 

explain the participants’ behavior and choices in the Shared Knowledge task. Regression 

analyses showed that participants’ attachment style and reflective functioning predicted their 

responses in the Shared Knowledge task. Ostensive cues, such as eye contact, accurate turn-

taking, and appropriate contingent responsiveness (in time, tone, and content), used by the 

responsive caregiver to communicate consistent and clear emotional responses, increase the 

likelihood of a secure child-parent attachment. At least in infancy, ostensive cues can be viewed 

from a developmental perspective because they trigger a basic epistemic trust in the caregiver 

as a benevolent, cooperative, and reliable source of cultural information that facilitates the rapid 

learning of shared knowledge without the need to critically scrutinize its validity or relevance 

(Corriveau et al., 2009; Fonagy et al., 2007). Conversely, insecure attachment creates epistemic 

uncertainty (Fonagy & Allison, 2014) and the child constantly tests the trustworthiness of the 

information delivered by the caregiver. In this sense, attachment bonds serve as a guarantee of 

the authenticity of knowledge. Our data showed that insecure attachment – resulting in the need 

for approval and the attitudes of anxiety and dependence on relationships (Fossati et al., 2003) 

– predicted a less eagerness to share with the robot in the conditions in which the human was 

the demonstrator. This was independent of context (communicative or non-communicative). 

Also, those more in need of approval were less likely to share with the human in the conditions 

in which the robot was the demonstrator, this time only in the non-communicative context. The 

data first inform us that, generally, when the demonstrator and requester are of different entities, 

a greater need for approval results in less probability to share. A fine-grained analysis of the 

data further suggests that this is especially true when the relationship is first established with a 

human (demonstrator), and one must subsequently share with a robot. This dynamic (i.e., 

sharing less with the robot when the human was the demonstrator) may tentatively suggest a 

human-centric approach to relationships. The latter observation is particularly relevant as 

Csibra and Gergely emphasize that Shared Knowledge should be protected from deliberate 

distortion by individuals who do not share the same “genetic material”. Indeed, when first 
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engaged by a human, those most in need of approval could be regarded as either skeptical of 

the relationship with the robot or not want to “betray” the newly constructed relationship with 

the human demonstrator by tending to share with the other genus the human’s least favorite 

object. This would also be the reason that those who are most in need of approval and who were 

initially approached by a robot were less likely to share the target object with the human, 

especially in conditions where the robot did not engage them via an ostensive cue.  

 We also found a negative predictive power of the reflective functioning subscale 

certainty of one’s own and others’ mental states and sharing the target object with a human 

when the robot demonstrator did not engage participants via an ostensive cue. That is, the 

greater the participants’ certainty with respect to their own and others’ mental contents, the 

lower the likelihood of sharing with the other genus in a non-communicative context. This could 

possibly mean that participants cannot generalize the information delivered by an informant 

whose mind is, by its nature, opaque. These would, overall, be consistent with the idea proposed 

above that in the robot non-communicative context condition, in which participants were less 

likely to share the target object with a human than with a different robot. The regression data 

enrich this observation by suggesting that this phenomenon is mediated by confidence in one’s 

own mental abilities, which may be better applied when the mind to be read is human rather 

than robotic, whose content is unknown. Put another way, good mentalistic skills need to be 

nurtured by an understanding of the other's mind for "safe" sharing to occur, even more so if 

the genus acting as the mediator of the relationship (robot) has an opaque mental content and is 

not conducive to relational engagement with communicative cues. 

Concluding remarks and limitations 

In line with the theory of Natural Pedagogy, ostensive cues play a primary role both in human-

human interaction and in human-robot interaction and make it possible to efficiently convey 

information because the addressee assigns to the human or robot demonstrator’s actions a 

communicative intent. Ostensive cues seem to generate the genericity bias in adults as well, 

namely, the information conveyed in a communicative context is interpreted as generic and 

extendable to other individuals; this is not the case in non-communicative contexts where 

information is considered episodic and personal dispositions. In sum, we have demonstrated 

that, just like in infants, ostensive cues modulate the attention and information encoding as an 

object- or a person-centered in adults as well; potentially configuring the Shared Knowledge 
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assumption as an inherent part of human communication rather than specific to certain age 

groups. 

Our results further suggest that also non-human ostensive cues elicited a similar 

attribution of a communicative intention to the addresser. These findings provide new evidence 

that robotic ostensive cues play a distinct role in human-robot interaction, allowing the robot to 

become an effective communicative partner. The crucial point is that the robot must first be 

considered a social agent with a relational intention. If the communication is not introduced by 

ostensive cues, the addressee does not consider the robot a communicative partner and does not 

pay attention to the information the robot wants to convey; hence, the genericity bias is not 

applied any longer. Moreover, the knowledge is shared by the members of the same social group 

and, as the AMS-Q data shows, robots and humans belong to two different genera. These 

differences outline an “inter-agent” discriminative attitude toward the robot. This is also evident 

from the fact that participants tend to attribute more inter-individual differences between people 

than between robots, which are perceived to be fundamentally the same precisely because what 

one robot likes is generalizable to any other robot (but not to humans).  

Although our study contributes to human-robot interaction research and also provides 

input for practical use, some limitations need to be considered. Firstly, we did not investigate 

participants’ familiarity with robots. Secondly, the Shared Knowledge tasks were administered 

online. We were fully aware that if we had shown a real robot, the physical embodiment might 

have produced an enhanced effect for participants and eased the influence of the robot’s 

ostensive cues on the affective evaluation of the object and on sharing it. It is important to note 

that physical and social embodiment are inherently interconnected. From a fundamental 

perspective, physical embodiment refers to the space occupied by the robot and its ability to 

move and perceive its surrounding environment. When a second agent is introduced, social 

interaction also comes into play, even if there is no direct communication between the two 

parties. It might be worth exploring this in a more ecological context. That said, the fact that 

our results replicate the findings of the original study allows us to predict with a good degree 

of certainty the persistence of Shared Knowledge in adulthood and the effectiveness of the 

robot’s ostensive cue if the paradigm of the present study were administered in the presence. 

Future studies are needed to examine the extent of ostensive cues in human-robot interaction 

and also to clarify whether the effects found will persist even when people are already familiar 

with a robot and perceive it within the relationship, such as a household robot. Such research 

may guide future directions for humanoid robot design in the field of social robotics and lead 

to new learning strategies. 
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Abstract 

Attributing mental states to others, such as feelings, beliefs, goals, desires, and attitudes, is an 

important interpersonal ability, necessary for adaptive relationships, which underlies the ability 

to mentalize. To evaluate the attribution of mental and sensory states, a new 23-item measure, 

the Attribution of Mental States Questionnaire (AMS-Q), has been developed. The present 

study aimed to investigate the dimensionality of the AMS-Q and its psychometric proprieties 

in two studies. Study 1 focused on the development of the questionnaire and its factorial 

structure in a sample of Italian adults (N = 378). Study 2 aimed to confirm the findings in a new 

sample (N = 271). Besides the AMS-Q, Study 2 included assessments of Theory of Mind 

(ToM), mentalization, and alexithymia. A Principal Components Analysis (PCA) and a Parallel 

Analysis (PA) of the data from Study 1 yielded three factors assessing mental states with 

positive or neutral valence (AMS-NP), mental states with negative valence (AMS-N), and 

sensory states (AMS-S). These showed satisfactory reliability indexes. AMS-Q’s whole-scale 

internal consistency was excellent. Multigroup Confirmatory Factor Analysis (CFA) further 

confirmed the three-factor structure. The AMS-Q subscales also showed a consistent pattern of 

correlation with associated constructs in the theoretically predicted ways, relating positively to 

ToM and mentalization and negatively to alexithymia. Thus, the questionnaire is considered 

suitable to be easily administered and sensitive for assessing the attribution of mental and 

sensory states to humans. The AMS-Q can also be administered with stimuli of nonhuman 

agents (e.g., animals, inanimate things, and even God); this allows the level of mental 

anthropomorphization of other agents to be assessed using the human as a term of comparison, 

providing important hints in the perception of nonhuman entities as more or less mentalistic 

compared to human beings, and identifying what factors are required for the attribution of 

human mental traits to nonhuman agents, further helping to delineate the perception of others’ 

minds.  

  



 87 

Introduction  

The ability to mentalize (Fonagy, 1989; 1991; Fonagy & Bateman, 2008; Fonagy & Luyten, 

2009), also called Theory of Mind (ToM; Perner & Wimmer, 1985; Premack & Woodruff, 

1978; Wellman, 2020; Wellman et al, 2001; Wimmer & Perner, 1983), is a human-specific 

ability that allows attributing mental states – intentions, thoughts, desires, and emotions – to 

themselves and others to explain and predict behavior (Astington & Baird, 2005; Frith & Frith, 

1999; 2006; Gopnik & Wellman, 1992; Tomasello, 1999; Tomasello et al., 2005; Wellman, 

1992). Mind reading abilities are a crucial function of social cognition that enables engagement 

in human interactions and promotes adaptation in everyday social contexts (Mull & Evans, 

2010). In daily life, the ability to mentalize allows people to function socially by distinguishing 

between accidental and intentional behavior, desires and reality, truth and deception 

(Bellagamba et al., 2012), and to reach goals, including understanding, predicting, or 

controlling another’s behavior, as well as being able to understand the perspective of others, 

feel sympathy or compassion, and provide help (Batson et al., 1997; Davis et al., 1996; Galinsky 

et al., 2005; Goldstein et al, 2014; Waytz et al., 2010). So, nearly all children and adults 

consistently use their mind-reading skills for everyday social purposes. In this sense, the nature 

of social behaviors is rarely neutral and more often are behaviors that require prosocial or 

antisocial use of ToM skills (Arefi, 2010; Ronald et al., 2005). For these reasons, Ronald et al. 

(2005) proposed the expressions nice Theory of Mind and nasty Theory of Mind to distinguish 

prosocial and antisocial ToM abilities (Happé & Frith, 1996), identifying nice ToM in behaviors 

such as cooperating, comforting, considering others’ feelings, and nasty ToM, which involves 

an intact mentalizing ability but used to manipulate, outwit, or tease others (Happé & Frith, 

1996). 

Mentalization skills, necessary for children’s social functioning (Astington, 2003) and 

emotion regulation (Greenberg et al., 2017), develop from early dyadic relationships with 

mothers (Fonagy et al., 1991; 2007; Meins et al., 2002; 2012; Nelson, 2005; Slaughter et al., 

2009), within which infants experience mental states through maternal language that contains 

references to the mental sphere (Beeghly et al., 1986; Symons et al., 2006; Slaughter et al., 

2009; Giovannelli et al., 2020). However, words for mental states are not immediately 

understood by infants because of their abstract and invisible form (Slaughter et al., 2009). The 

development of mental states vocabulary begins at approximately 2 years of age within 

conversations with mothers who explicitly label children’s mental states for them (Bartsch & 

Wellman, 1995; Bretherton & Beeghly, 1982; Slaughter et al., 2009). In this regard, a large 
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body of research reveals that mothers’ tendency to talk about emotions, desires, and beliefs and 

to make verbal references to their children’s mental experiences provides relevant input into 

children’s emerging mentalistic vocabulary (Meins et al., 2002; 2012; Nelson, 2005; Symons 

et al., 2006; Slaughter et al., 2009; Taumoepeau & Ruffman 2006; 2008). Later, mothers’ 

tendency to make verbal references fades, and by age 4/6, children develop an awareness that 

others may have mental states different from their own (Wimmer & Perner, 1983). The 

development of a mentalistic vocabulary allows children to reflect on and understand their own 

and others’ mental states, assuming that the other is structurally endowed with a mind capable 

of possessing internal mental states. Thus, from childhood, the attribution of mental states to 

others becomes an ongoing process that occurs constantly and continuously throughout the 

lifespan to understand, explain, and reduce uncertainty about people’s behaviors. Importantly, 

we also make inferences about nonhuman agents’ internal states to approach and interact with 

them (Di Dio et al., 2018; Martini et al., 2016; Waytz et al., 2010), i.e., non-anthropomorphic 

living entities (e.g., animals), anthropomorphic non-living entities (e.g., robots), non-living 

non-anthropomorphic entities (e.g., objects), and even God (Abell et al., 2000; Di Dio et al., 

2018; Gervais, 2013; Giménez-Dasí et al., 2005; Harris & Koenig, 2006; Heider & Simmel, 

1944; Manzi et al., 2020b; 2021b,c; Marchetti et al., 2018; Ramsey & Hamilton, 2010; Wigger 

et al., 2013; Wellman, 2017). As noted by Waytz and colleagues (2010) perceived similarity 

between self and another individual increases as one considers their mental state. At the same 

time, the characteristics of an agent, animate or inanimate, influence the perception of its mind. 

For instance, dogs are ascribed special mental properties due to some of their species-specific 

sensory characteristics – e.g., the sense of smell that allows the perception of an object closed 

in a sealed box – that is much more developed than in humans (Di Dio et al., 2018). In addition, 

regardless of religious background, preschoolers attribute qualities such as omniscience to the 

mind of God, thus perceiving God’s mind at a higher epistemic level than humans’ minds 

(Nyhof & Johnson, 2017; Di Dio et al., 2018). Several studies have focused also on the 

attribution of minds to robotic agents (for a review, see Thellman et al., 2022) and observed 

that adults are more inclined to ascribe greater mental states to robots characterized by human-

like physical features (Airenti, 2015; Bartneck et al., 2009; Dario et al., 2001; Fink, 2012; Gray 

& Wegner, 2012; Kiesler et al., 2008; MacDorman et al., 2005; Manzi et al. 2020b; 2021a,b,c; 

Krach et al., 2008; Thellman et al., 2017; Wiese & Wiese, 2020; Złotowski et al., 2015). This 

tendency has also been found in children over the age of five, who are likely to attribute more 

mental states to robots with more human-like features; in contrast, younger children tend to 

anthropomorphize by giving less importance to the human aspect of the robotic agent (Di Dio 
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et al., 2020 a,b; Manzi et al., 2020b). Attributing mental states and consequently perceiving an 

agent as more or less mentalistic has important implications on how one will interact with it 

because mind perception implies moral status (Gray, Gray, Wegner, 2007; Waytz, Cacioppo, 

Epley, 2010; Waytz et al., 2010). In fact, ascribing mind has consequences for both the 

perceiver and the perceived (Waytz et al., 2010), to the point of making it relevant to evaluate 

the perception of the minds of different entities as compared to humans.  

The present study aimed to validate a new and agile measure, the Attribution of Mental 

State Questionnaire (AMS-Q) – already widely used in studies with children (Di Dio et al., 

2018, 2020a,b; Manzi et al., 2020b; Peretti et al., 2023) and adults (Manzi et al., 2021c) – which 

assesses the attribution of mental and sensory states primarily to human. However, to the 

authors’ knowledge, there is no currently validated measure to compare the mental traits of 

human and nonhuman agents to evaluate the level of mental anthropomorphization of 

nonhuman agents, including living and nonliving entities. The AMS-Q aims to fill this void, as 

its originality lies in comparing the attribution of mental states between human and nonhuman 

agents by also administering pictures of nonhuman agents as stimuli. In this sense, the human 

picture is used as a baseline to assess, through comparison, the level of mental 

anthropomorphization of nonhuman agents (e.g., animals, inanimate things, and even God). 

The general purpose of the current study was to validate the AMS-Q on human stimuli across 

two Italian samples and then to show its sensitivity in capturing differences in the attribution of 

mental and sensory traits between human and nonhuman agents through an example of the 

applicability of the questionnaire in which an image of a dog and a robot were administered as 

nonhuman agent stimuli in addition to the human baseline. This research consisted of two main 

studies preceded by a preliminary study aimed to develop and generate an initial item pool 

based on the previous version of the AMS-Q (Manzi et al., 2017, 2020; Di Dio et al., 2018) and 

on a wide corpus of literature. Study 1 investigated the structure of the questionnaire, whereas 

Study 2 focused on confirming the factor structure and aimed to investigate the construct 

validity of the questionnaire by investigating its convergent and divergent validity. The 

rationale, design, and hypotheses of each study are outlined in more detail in the following 

sessions. 

Study hypotheses 

Congruent with theoretical formulations postulating that people intuitively think about others’ 

minds in distinct dimensional representations (Gray et al., 2007; Malle, 2019), we expected at 
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least a two-factor model of the AMS-Q, with scales that distinctly assessed mental states 

attribution and sensory states attribution. We investigated the reliability and validity of the 

AMS-Q in two samples of Italian adults. Exploratory Factor Analysis and (multi-group) 

Confirmatory Factor Analysis (CFA) were used to investigate the factor structure of the 

questionnaire. Two different groups were recruited for the exploratory (N = 378) and 

confirmatory (N = 271) analysis.  

The convergent validity of the AMS-Q was investigated by administering the Reading 

the Mind in the Eyes test (ET; Baron-Cohen et al., 2001; Italian version: Vellante et al., 2013), 

an advanced Theory of Mind test to evaluate the correspondence between the semantic 

definition of mental state and the image of the eye-region displayed on the screen. Differing 

from other measures that assess the individual’s mental abilities, the Eye Test explicitly 

evaluates the ability to attribute mental states to others. However, the ET assesses mental states 

predominantly related to the emotional sphere. To overcome this limitation, we also included a 

second measure: the Multidimensional Mentalizing Questionnaire (MMQ; Gori et al., 2021), 

which aims to assess core aspects of mentalization, including the cognitive sphere. The MMQ, 

in fact, is a self-report measure, which assesses mentalization on four central axes (cognitive-

affective, self-other, outside-inside, and explicit-implicit). We expected the AMS-Q subscales 

to be significantly positively correlated with the ET and the MMQ. We also correlated the 

AMS-Q and the Toronto Alexithymia Scale (TAS-20) (Italian version: Bressi et al., 1996), to 

test for divergent validity. TAS-20 is a self-report scale designed to evaluate the level of 

alexithymia, i.e., the inability to describe and/or distinguish one’s own emotions (Westwood et 

al., 2017) (for a detailed description of scales, see Methods: Measures section). Negative 

correlations between AMS-Q and alexithymia were expected, as this dimension indicates poor 

awareness of emotions and feelings and mind-blindness.  

Finally, the discriminant validity of AMS was investigated by testing its ability to 

differentiate between the attribution of mental and sensory states toward different entities. For 

this purpose, in addition to images of humans, we administrated two other stimuli: a picture of 

a robot (non-living entity) and a dog (living non-human entity). We assumed that the AMS-Q 

would be able to capture differences in terms of attributions of mental and sensory states 

between the human agent and the other two entities, allowing us to assess the level of mental 

anthropomorphism attributed to the agents examined.   

Scale development: Item generation  
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Several sources were used in generating the initial item pool:  the psychological lexicon of 

Lecce and Pagnin (2007); Slaughter and colleagues’ (2009) theoretical model of mental verb 

categorization resulting from communicative exchanges between mother and child; and Martini 

and colleagues’ work (2016). The initial item pool also included the mentalistic verbs of the 

earlier version of the AMS scale, which has been widely used in research with children (Di Dio 

et al., 2018; 2019; see also, Di Dio et al., 2020a; 2020b; Manzi et al., 2017, 2020) and adults 

(Manzi et al., 2021c).  

Mentalistic vocabulary has been selected to encompass different categories of mental 

states: a) volition (i.e., nouns, verbs, adjectives, or adverbs referring to states of desire or 

intention); b) cognition (i.e., nouns, verbs, adjectives, or adverbs referring to mental acts of 

thought, intellect, or reasoning); and c) disposition (nouns, verbs, adjectives, or adverbs 

referring to states of preference or affect) (Slaughter at al., 2009). We also included a category 

referring to sensory states (e.g., smell, listen, look, taste, etc.) in the initial item pool. The 

resulting 69 mentalistic verbs and expressions were administered to fifty (50) Italian speakers, 

aged 18+ years (48.7% females; Mean age = 35.36; SD = 13.89). Participants were recruited 

through a mailing list built by the research team over time. Included in the email to the 

participants was an invitation letter and a link to access the online task on the Qualtrics platform. 

All participants participated on a voluntary and anonymous basis. They received no 

compensation for participating in the study.  

To produce a valid factorial analysis, we asked participants to choose five words for 

each mental verbs category, after having looked at pictures depicting specific human characters 

(i.e., “Select five words/expressions that, according to you, are most representative to describe 

the image”). Each participant looked at five stylized, black-and-white images of human beings 

administered in random order: a woman, a man, a girl, a boy, and an infant.  

Descriptive frequency analysis revealed the mentalistic expressions or verbs most 

selected by participants. This word evaluation method was chosen to provide a holistic approach 

to assessing the attribution of mental states in order to refine the items and to provide a 

questionnaire that can be representative of the concept of mental and sensory states related to 

human beings. Subsequently, the 26-item questionnaire was administered to a convenient 

sample of 22 (14 women and 8 men) Italian adults to investigate comprehensibility. This sample 

provided feedback on the clarity of item content and instructions, as well as on the images used. 

Items that were deemed odd or ambiguous were considered for rephrasing or exclusion. We 

decided to leave out two items that were defined as highly vague. The questionnaire was finally 

reduced to 24 items. In addition, overly detailed images of humans were discarded in favor of 
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two black silhouettes because, especially the facial features drawn, seemed to suggest a state of 

mind that might could influence the attribution of emotional states.  

Method and Materials 

Participants  

The construction sample (Study 1) included 378 Italian adults (54.2% female; Mean age = 30.6; 

SD = 12.23; age-range = 18-65 years). Sociodemographic characteristics of the construction 

sample are reported in Table 1. The validation sample (Study 2) included 271 Italian adults 

(55.4% female; Mean age = 26.1, SD = 8.09; age-range = 19-60 years). Sociodemographic 

characteristics of the validation sample are reported in Table 1.  

All the participants were recruited on Prolific platform and rewarded with 6.35£ per 

hour. Written informed consent was obtained from all participants after a full explanation of 

the study procedure, in line with the Declaration of Helsinki and its revisions. The local Ethics 

Committee of the Department of Psychology, Università Cattolica del Sacro Cuore, Milan, 

approved the experimental protocol of all studies involved in the current research. 

Table 1 – Sociodemographic characteristics of the construction and validation samples. 

Sociodemographic characteristics Construction Sample 

N = 378 

Validation Sample 

N = 271 

Age, mean ± SD   30.6 ± 12.23 26.1 ± 8.09 

Gender  N (%) N (%) 

Male 173 (45.8%) 121 (44.6%) 

Female 205 (54.2%) 150 (55.4%) 

Residence N (%) N (%) 

North Italy 236 (62.6%) 222 (81.9%) 

Centre Italy 64 (17%) 17 (6.3%) 

South Italy 52 (13.8%) 20 (7.4%) 

Sicily and Sardinia 25 (6.6%) 8 (3.0%) 

Outside Italy -  4 (1.5%) 

Educational level N (%) N (%) 

Middle school or below                           9 (2.4%) 2 (0.8%) 

High school                      171 (45.2%) 169 (62.4%) 

Graduate school                      176 (46.5 %) 95 (35%) 
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Postgraduate school                      22 (5.8%) 5 (1.8%) 

Employment status N (%) N (%) 

Student 175 (46.3%) 171 (63.1%) 

Employed 140 (37%) 73 (27%) 

Unemployed 24 (6.3%) 4 (1.5%) 

Other  39 (10.3%) 23 (8.5%) 

 

Procedure 
Data were collected through an online survey hosted on the Qualtrics platform from November 

2021 to January 2022.  

With respect to Study 1, after the participants provided some sociodemographic 

information (age, gender, residence, occupation, and level of study), they completed the first 

version of the Attribution of Mental States Questionnaire in response to a male and female 

silhouette image evocative of human mentalistic traits (Figure 1). The items were randomized 

to avoid possible response bias by question order. 

 

 

Figure 1 – Stimuli for Study 1: silhouettes of a woman and a man. 

With respect to Study 2, participants completed a sociodemographic survey and the 

refined version of the AMS-Q in response to the male or female human silhouette. Participants 

completed the AMS-Q two more times with a robot and a dog picture as stimuli. The stimuli 

(Figure 2) were presented in random order. Finally, to test external validity, we correlated the 
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questionnaires with validated tasks of Theory of Mind, mentalization ability, and alexithymia. 

All items were randomized to avoid participants’ responses may be affected by question order. 

 

Figure 2 – Stimuli for Study 2: silhouettes of a woman, a man, a dog, and a robot. 

Measures 

All the participants in the construction sample were administered a sociodemographic 

questionnaire assessing age, sex, residence, school attendance, current job, and the pool of 24 

items composing the AMS-Q developed in the previous steps. Participants were asked to rate 

each item according to a 5-point Likert scale ranging from 1 (No, not at all) to 5 (Yes, very 

much). Participants were informed that they would have had to evaluate one of the two 

silhouettes’ images of human beings (i.e., “According to you, can a human being 

[mental/sensory ability, e.g., think/taste]?”).  

All the participants in the validation sample were administered the sociodemographic 

survey and a battery of questionnaires including the 24-item AMS-Q, the Multidimensional 

Mentalizing Questionnaire (MMQ), and the Italian version of the Reading the Mind in the Eyes 

Test (ET), and the Toronto Alexithymia Scale (TAS-20).  

Reading the Mind in the Eyes Test (ET). The Reading the Mind in the Eyes Test (ET; Baron-

Cohen et al., 2001; Italian version: Vellante et al., 2013) was administered to measure Theory 

of Mind and the attribution of mental states. Participants were randomly presented with a series 

of 36 photographs of the eye region of 19 actors and 17 actresses. Each photo was surrounded 

by four single-word mental state descriptors, e.g., bored, angry, happy. One of these descriptors 

targeted the mental state depicted in the photo, and the others were foils. The ET is based on a 

four-alternative forced-choice paradigm, with 25% correct guess rate. Participants were 

instructed to choose which of the four descriptors best describes what the person in the photo 

is thinking or feeling. The score on the test is the number of descriptors correctly identified by 

the participants, i.e., the number of mental states correctly identified. The maximum score is 

36. In the validation sample, the internal reliability was acceptable (α = 0.52). As reported 
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Vellante et al. (2013), there is some agreement that Cronbach’s coefficient alpha is a poor index 

of unidimensionality, in fact, the reliability of the Eyes test was rarely reported in past studies 

or obtained only acceptable values (Harkness et al., 2010; Voracek & Dressler 2006).  

Multidimensional Mentalizing Questionnaire (MMQ). Multidimensional Mentalizing 

Questionnaire (MMQ; Gori et al., 2021) is a self-report measure that consists of 33 items, 

covering the different core aspects of mentalization on four different axes: (1) cognitive-

affective; (2) self-other; (3) outside-inside; and (4) explicit-implicit. It permits a 

multidimensional assessment, with scores on the positive (reflexivity, ego-strength, and 

relational attunement) and negative (relational discomfort, distrust, and emotional dyscontrol) 

subscales, as well as an overall MMQ score, by summing all the items after having reversed 

those included in the negative subscales. The response format was on a five-point Likert scale 

from 1 (not at all) to 5 (a great deal). In the current study, internal reliability was good (α = 

0.80).  

Toronto Alexithymia Scale (TAS-20). Toronto Alexithymia Scale (TAS-20; Italian version: 

Bressi et al., 1996) is a self-report scale comprising 20 items rated on a five-point scale ranging 

from 1 (strongly disagree) to 5 (strongly agree). It includes three subscales that measure three 

main dimensions of alexithymia: (1) difficulty in identifying feelings and distinguishing 

between feelings and bodily sensations in emotional activation, (2) difficulty in the verbal 

expression of emotions, and (3) externally oriented thinking. Taking the reversed items into 

account, the scores of the three scales were calculated. Internal reliability in the validation 

sample was good (α = 0.83). 

Data Analysis  

Study 1 

In order to determine the dimensionality of the scale and sort out unsuitable items, we carried 

out an explanatory factor analysis using IMB SPSS Statistics version 27 and Jamovi statistical 

software version 2.5. A Principal Components Analysis (PCA) and a Parallel Analysis (PA; 

Horn, 1965) were carried out on the 24-item. PA is an adaptation of the Kaiser criterion 

eigenvalue > 1 (Kaiser, 1960), and minimizes the tendency to identify a greater number of 

factors due to sampling error. PA uses the 95th percentile of the distribution of eigenvalues 

generated from uncorrelated data and, therefore the number of factors extracted is considered 

to be “beyond chance”.  
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Prior to performing PCA, the adequacy of the correlation matrix for factor analysis was 

assessed with Bartlett’s test of sphericity and the Kaiser-Meyer-Olkin (KMO) test. Adequacy 

of the correlation matrix is suggested by a significant Bartlett’s test (p < 0.05) and a KMO index 

> 0.70. To examine the factor structure that underpins the AMS questionnaire, the PCA was 

carried out via oblique rotation (Promax) as the factors were presumably related to each other 

rather than independent. Delta was set to 0. Only items with a loading ≥ 0.30 (Hair et al., 1998) 

on a single factor were considered for further analyses. The solution revealed through PCA was 

further supported by the results of the PA.  

Then, we investigated the internal consistency of the questionnaire and the presence of 

problematic items (i.e., items for which the Cronbach alpha improved). No items were removed 

and the version of the questionnaire with all 24 items was selected as it reported excellent 

reliability (α > .95). 

Study 2 

The factor structure of the AMS-Q was subjected to a Confirmatory Factor Analysis (CFA) to 

confirm the three-factor model revealed in Study 1. To perform the analyses, Jamovi statistical 

software version 2.5 was used. Multi-group CFA was carried out using JASP team (2020). In 

order to evaluate the goodness-of-fit of the factor structure, we used the χ2/df ratio. A model in 

which χ2/df is ≤ 3, is considered acceptable. Furthermore, Hu and Bentler’s guidelines (1999) 

for fit indices were used to determine whether the expected model fitted the data. The following 

fit indices were used: a) the Comparative Fit Index (CFI), with values ≥ 0.90 indicating a good 

fit (Bentler, 1990; Fan, Thompson, & Wang, 1999; Hu & Bentler, 1999); b) the Tucker Lewis 

Index (TLI), with values ≥ 0.90 indicating a reasonable fit of the model (Byrne, 1994); c) the 

Root Mean Square Error of Approximation (RMSEA), with values between 0.05 and 0.08 

indicating the adequacy of the model (Browne & Cudeck, 1993), and values ≤ 0.05 indicating 

evidence of absolute fit (Lai & Green, 2016); and d) the Standardized Root Mean Square 

Residual (SRMR), with values ≤ 0.08 indicating an adequate fit (Hu & Bentler, 1999; 

Schermelleh-Engel et al., 2003).  

Moreover, a multigroup CFA was performed to test invariance across gender of the final 

factor structure. We tested for configural invariance to assess whether the same number of 

factors is extracted across groups.  

The validity of AMS-Q was assessed by correlating (Pearson r) the AMS-Q factors with 

theoretically related measures, namely the ET and the MMQ subscales to establish construct 
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(convergent) validity. Second, we repeated the correlations between AMS-Q and TAS-20, to 

examine the discriminatory power of the measure and divergent validity.  

Finally, to assess the discriminant validity of the AMS-Q we administered a picture of 

a living non-human agent (a dog) and a non-living non-human agent (a robot) in addition to the 

human stimuli. A repeated-measures GLM analysis comparing AMS-Q scores on human – i.e., 

the baseline –, dog, and robot stimuli was conducted to investigate the ability of the AMS-Q to 

discriminate between the attribution of mental and sensory states toward different entities. 

Comparison between the baseline and the two stimuli examined allows us to assess the level of 

mental anthropomorphism attributed to the dog and the robot. Greenhouse-Geisser correction 

for violations of the Mauchly sphericity test, p < 0.05, was used in the GLM analysis. All post 

hoc comparisons were Bonferroni corrected.  

Results 

Study 1 

Exploratory Factor Analyses. A Principal Components Analysis (PCA) was carried out to 

explore the factors structure of the 24 items. The correlation matrix was suited for factor 

analysis (Bartlett’s test of sphericity = 6320.2, df = 276, p = .000; KMO = 0.95). The PCA 

yielded three components with eigenvalues over 1, explaining 49.7%, 7.8%, and 5.9% of the 

variance, respectively. Altogether, the extracted factors explained 63.4% of the total variance. 

Since Parallel Analysis (PA) is the most accurate method for component extraction (Hubbard, 

1987; Zwick, 1986), we proceeded by carrying out a PA on AMS data to confirm the structure 

previously found. The results of the analysis showed three components with eigenvalues 

exceeding the corresponding criterion values for a randomly generated data matrix of the same 

size (24 variables x 378 respondents). Thus, the questionnaire structure obtained from the PCA 

was confirmed by the results of the PA (Table 2). The inspection of the scree plot (Figure 3) 

also revealed that the three-factor solution was the most appropriate.  

The first extracted factor had thirteen items with rotated loadings ranging from 0.32 to 

0.83 (>.30; Anderson & Black, 1998), assessing the attribution of knowledge states (beliefs, 

thoughts, inferences) and non-epistemic mental states such as planning, feelings, and positive 

emotions such as joy; consequently, it was labeled “Mental states with neutral or positive 

valence” (AMS-NP). The second extracted factor had seven items concerning the semantic field 

of deception (lying, pretending, making a joke) and related emotions with negative valence such 

as sadness, fear, and anger, which loaded strongly (between 0.59 and 0.91) on Factor 2. This 
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factor can be named “Mental states with negative valence” (AMS-N). Finally, Factor 3 was 

composed of four items clearly associated with the attribution of sensory states with strong 

loadings between 0.69 and 0.91, which was accordingly called “Sensory States” (AMS-S). 

Individual item loadings on the retained components and the Cronbach’s alphas for each factor 

are listed in Table 3. 

 

Table 2 – Comparison of eigenvalues from PCA and criterion values from parallel analysis  

Factor Actual eigenvalue from 
PCA Criterion value from PA Decision 

F1: AMS-NP 11.926 11.409 accept 

F2: AMS-N 1.880 1.344 accept 

F3: AMS-S 1.409 0.862 accept 

 

 
 

 
Figure 3 – Scree plot: Eigenvalues for study 1 factor analysis. 
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Table 3 - Study 1 pattern matrix presenting loading factors for each item, percent of explained variance, 
and Cronbach’s alphas for each factor of the final factors. 

AMS items 
Factor 1 

AMS-NP 

Factor 2 

AMS-N 

Factor 3 

AMS-S 

Learn .728   

Think .747   

Remember .547   

Make a decision .609   

Understand .811   

Tell a lie  .856  

Dream .535   

Imagine .829   

Make a joke  .593  

Pretend  .741  

See   .828 

Feel hot or cold  .743  

Taste   .638 

Hear   .910 

Smell   .857 

Have fun .569   

Love .779   

Be happy .798   

Be sad  .885  

Be scared  .910  

Get angry  .851  

Have the intention to do 
something .702   

Want to do something .668   

Make a wish .320   

% of explained variance 49.69% 7.84% 5.87% 

Cronbach’s alpha .93 .92 .88 
Note: Extraction method: Principal Component Analysis. Rotation method: Promax with Kaiser Normalization.  
a. Rotation converged in 6 iterations. 

 
 
Reliability. The AMS-Q had excellent internal consistency, with a Cronbach alpha coefficient 

of 0.95. Partial alpha coefficients indicated that the three-component solution had satisfactory 

internal consistency (Factor 1 α = 0.93; Factor 2 α = 0.92; and Factor 3 α = 0.88). There was no 
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relevant change (neither diminishment nor improvement) in overall reliability if any of the 

items were deleted. 

Study 2 

Confirmatory Factor Analysis. Confirmatory Factor Analysis (CFA) was conducted on the 

three-factor model. First, we checked Bartlett’s sphericity test to ensure inter-item correlation 

(χ2 3258.86, df = 325, p = .000) and the Kaiser–Meyer–Olkin (KMO = .93) for the sample 

adequacy.  

Although the three-factor solution fitted the data well (χ2/df = 2.27; CFI = 0.89; TLI = 

0.87; SRMR = 0.06; RMSEA = 0.07 [CI] = 0.061–0.076), coefficient R2 was suboptimal (R2 of 

0.17) for item no. 2 (i.e., “think”), suggesting that the item’s variance was poorly represented 

by the common factor. However, for the promising indices reported in Table 4 and because the 

item is representative of attribution that would otherwise be lost, we decided not to remove it. 

Nevertheless, we decided to remove item no. 12 (“feeling hot or cold”) as it loaded moderately 

on two factors: respondents may possibly perceive this item as either a sensory state or a 

discomfort condition. Dropping out item no. 12 would then maximize the quality of responses. 

Although most indices reached the recommended cut-off values (SRMR = 0.06; 

RMSEA = 0.07), the model could be improved, since inspection of modification indices (MI) 

>10 suggested that correlations between the errors of some pairs of items should be included in 

the model. CFA was re-run, and the goodness-of-fit indices indicated a satisfactory fit of the 

three-factor model. Indices with and without correlations between items are given in Table 4 

(see also Figure 4).  

The final version of the AMS-Q and the scoring is given in Appendix 1 and Appendix 2, 

respectively. 

 

Table 4 – Goodness-of-fit indices generated by the Confirmatory Factor Analysis (CFA) with and 
without modification indices. 

 Recommended value Value obtained  
without MI 

Value obtained  
with MI 

χ2/df ≤ 3.00 2.27 1.87 

CFI ≥ 0.90 .89 .93 

TLI ≥ 0.90 .87 .92 

SRMR ≤ 0.08 .063 .056 
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RMSEA ≤ 0.08 
.069 

([CI] = 0.061–0.076) 

.057  

([CI] = 0.048–0.065) 

 

 

Figure 4 - Graphical summary of the CFA obtained from the 23-item of the Attribution of Mental States (AMS-Q) (N = 271). 

Factor Structure Across Gender. Next, to investigate the efficacy of the model across gender, 
separate multi-group CFAs were carried out for women (N = 150) and men (N = 121). The CFA 
on the refined and fully unconstrained model indicated an adequate fit (see Table 5), suggesting 
factorial invariance across gender. The indexes were in line with the recommended cut-off 
values.  

Table 5 – Goodness-of-fit indices generated by the multigroup CFA across gender. 

 Recommended value Value obtained 

χ2/df ≤ 3.00 1.87 

CFI ≥ 0.90 .87 

TLI ≥ 0.90 .85 

SRMR ≤ 0.08 .08 

RMSEA ≤ 0.08 .08 
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Correlations. Table 6 lists correlations of the AMS-Q subscales with convergent and divergent 

measures. The validity of the AMS-Q was tested through Pearson correlations with theoretically 

related measures, namely the ET and the MMQ to test convergent validity, and the TAS-20 to 

test divergent validity. As shown, AMS-Q subscales correlated significantly and in the expected 

direction with the ET, MMQ, and TAS-20: 

Convergent validity. All AMS-Q factors correlated significantly and in the hypothesized 

direction with the Eyes-test, r (AMS-NP)= .17, p <.01; r (AMS-N)= .18, p <.01; r (AMS-S)= 

.15, p <.05. Thus, the AMS-Q dimensions were correlated with convergent measures of ToM, 

configuring the AMS-Q as a questionnaire capable of assessing the attribution of mental states. 

Consistent with expectations, AMS-Q subscales correlated positively with measures of 

mentalizing abilities: Reflexivity scale of MMQ, r (AMS-NP)= .25, p <.01; r (AMS-N)= .32, 

p <.01; r (AMS-S)= .20, p <.01, and Relational Attunement scale of MMQ, r (AMS-NP)= .25, 

p <.01; r (AMS-N)= .18, p <.01; r (AMS-S)= .18 p <.01. AMS-NP and AMS-S correlated 

positively with the Ego-strength dimension of the MMQ, r (AMS-NP)= .16, p <.01; r (AMS-

S)= .15, p <.05. As expected, no significant correlations were found with the other three factors 

of the MMQ – namely Relational Discomfort, Distrust, and Emotional Dyscontrol, p >.05 – as 

they refer to failures and distortions of mentalization abilities that are reflected in relationships 

and interpersonal difficulties, which are dimensions that AMS-Q does not evaluate. 

Divergent validity. AMS-Q subscales were inversely correlated with the TAS, as expected. In 

particular, AMS-NP negatively correlated with Difficulty Identifying Feelings scale, r = .-14, 

p <.05, and Difficulty Describing Feelings scale of the TAS-20, r = .-13, p <.05. AMS-NP and 

AMS-N correlated negatively with External Oriented Thoughts, r = .-22, p<.01; r = .-12, p <.05. 

Table 6 – Pearson’s correlations between measures. 

 AMS-NP AMS-N AMS-S 

ET .171** .179** .154* 

MMQ-F1 .247** .323** .203** 

MMQ-F2 .164** .104 .154* 

MMQ-F3 .246** .177** .183** 

TAS-DDF -.138* -.042 -.099 

TAS-DIF -.135* .000 -.082 

TAS-EOT -.216** -.120* -.105 
N = 271 
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*p < .05 
**p < .01 
Note: ET = Reading the Mind in the Eyes Test. MMQ = Multidimensional Mentalizing Questionnaire: MMQ-F1 = reflexivity; MMQ-F2 = 
ego-strength; MMQ-F3 = relational attunement. TAS-20 = Toronto Alexithymia Scale: TAS-DDF = difficulty identifying feelings; TAS-DIF 
= difficulty describing feelings; TAS-EOT = external oriented thinking. 

Discriminant Validity. The GLM analysis with three levels of AMS-Q factors (AMS-NP, AMS-

N, AMS-S) and three levels of entity (human, dog, robot) as within-subjects factors, was 

conducted to evaluate the impact of different stimuli on participants’ scores on the AMS-Q. A 

main effect was found for the entity, F(1.68, 1315.85) = 1949.58, p < .001, partial-η2 = .89, δ 

= 1, indicating differences in participants’ mental states attribution toward the three different 

entities. Specifically, post hoc comparisons (Bonferroni corrected) showed participants’ 

tendency to ascribe greater mental states to the human than both the dog, Mdiff = .49, SE = .03, 

p < .001, and the robot, Mdiff = 2.22, SE = .04, p < .001. The dog also scored higher than the 

robot, Mdiff = 1.72, SE = .04, p < .001. The results also revealed a main effect of the interaction 

between entity and AMS-Q factors (Figure 5), F(3.27, 49.03) = 221.32, p < .001, partial-η2 = 

.45, δ = 1, indicating that humans scored higher on the attribution of knowledge states and 

positive emotions (AMS-NP) compared with both the dog, Mdiff = .63, SE = .04, p < .001, and 

to the robot, Mdiff = 2.30, SE = .05, p < .001. Respondents still attributed more negative value 

mental states (AMS-N) to humans than to dog, Mdiff = 1.18, SE = .04, p < .001, and robot, 

Mdiff = 2.67, SE = .05, p < .001. However, participants attributed greater positive (AMS-NP) 

and negative (AMS-N) value mental states to the dog compared to the robot, Mdiff = 1.67, SE 

= .05, p < .001; Mdiff = 1.50, SE = .05, p < .001. Finally, although more sensory states (AMS-

S) were attributed to the human than to the robot, Mdiff = 1.69, SE = .06, p < .001; the dog was 

the highest scoring entity in attributing sensory states both compared to the robot, Mdiff = 2.01, 

SE = .05, p < .001, but also compared to the human Mdiff = .32, SE = .04, p < .001, pointing 

out the great sensitivity of the questionnaire to capture mental and sensory differences between 

different entities. Pairwise comparisons are listed in Table 7.  
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Figure 5 - Differences among stimuli in the attribution of mental and sensory states. 

 
Table 7 – AMS-Q differences in the attribution of mental and sensory states to a human, a dog, and a 
robot. 

Entity 
AMS-NP AMS-N AMS-S 

M SD M SD M SD 

Human 4.32 .03 4.27 .04 4.22 .04 

Dog 3.70 .04 3.09 .04 4.54 .04 

Robot 2.02 .04 1.60 .04 2.53 .05 

Discussion 

The aim of the present study was to develop and validate a new questionnaire measuring the 

attribution of mental states to humans, the Attribution of Mental States Questionnaire (AMS-

Q), across two Italian samples. In the current study, we aimed to provide a questionnaire 

validated with human stimuli that can be used as baseline for comparing the attribution of 

human mental and sensory traits to different entities – including living entities (e.g., animals, 

plants, etc.) and anthropomorphic and nonanthropomorphic nonliving entities (e.g., robots, 

objects, etc.) – and to assess the level of mental anthropomorphism attributed to them.  

In Study 1, we found that a 24-item version of the questionnaire had excellent 

psychometric properties (α = 0.95) and a three-factor structure. Exploratory Factor Analysis 

revealed that Factor 1 (Mental states with neutral or positive valence – AMS-NP) is composed 

of thirteen items: seven items concerning the attribution of epistemic mental states (beliefs, 

thoughts, inferences), three items concerning feelings, states of well-being, and positive 
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emotions (love, have fun, and be happy), and three items concerning planning and volitional 

mental states (have the intention to do something, have a will to do something, and expressing 

a desire). Six items loaded on Factor 2 (Mental states with negative valence – AMS-N), three 

of which involved the attribution of cognitive mental states that belong to the semantic field of 

deception (i.e., tell a lie, deceive, and make a joke) and three related emotional states (be sad, 

angry, and afraid). Four items assessing the attribution of sensory states (i.e., hear, smell, look, 

and taste) are loaded on Factor 3 (Sensory states – AMS-S). This factor structure was confirmed 

in a new independent sample in Study 2 via Confirmatory Factor Analysis (CFA). Factors had 

high internal consistency and sufficient convergent and divergent validity. To further strengthen 

the structure of the questionnaire we revised the three-factor model by excluding one item 

(“feeling hot or cold”) and including correlations among errors for some pairs of items. The 

final version of the questionnaire included 23 items and maintained excellent internal 

consistency (α = 0.93). The abovementioned three-factor structure was also demonstrated 

through the multigroup CFA across gender. The goodness-of-fit indices were adequately close 

to support the three-factor model, which was also demonstrated by the strength of the factor 

loadings. This further means that females and males interpret the items in the same way and 

that the factor loadings are stable across groups. 

As a reflection of this, the structure was also consistent from a theoretical perspective. 

The model revealed three factors that distinguished between the attribution of mental states 

(AMS-NP and AMS-N) and the attribution of sensory states (AMS-S). This was partially 

consistent with research showing that people intuitively think about other minds in terms of 

agency (the ability to plan and act) and experience (the ability to perceive and feel) (Gray et al., 

2007; Gray et al. 2011). The AMS questionnaire clearly distinguished the dual nature of the 

mentalistic lexicon, with mental states on one side and sensory states on the other. In Gray et 

al. (2007, 2011) the “experience” dimension of mental perception also includes the ability to 

feel fear, pain, pleasure, joy, etc. However, in the AMS questionnaire, these emotional states 

loaded into either the first or second factor (mental states). Also, in the present model, positive 

and negative emotions appeared to be at the opposite poles of a continuum of prosocial and 

antisocial use of mentalization ability. The former seems to be the emotional reactions resulting 

from prosocial behavior. On the other hand, negatively valenced emotions are loaded along 

with mentalistic verbs reflecting behaviors that require antisocial use of ToM abilities. 

Behaviors such as lying and deception fall under the concept of Nasty ToM (Happé & Frith, 

1996) and are characterized by an intact but distorted mentalization ability in the domain of 

antisocial behavior (McEwen et al. 2007; Lonigro et al., 2014; Ronald et al. 2005). The fact 



 106 

that Factor 1 and Factor 2 items did not load on the same factor points to the possibility that 

mentalistic language distinguishes behaviors that on the value level are perceived as positive or 

neutral (e.g., thinking) or negative (e.g., pretending). Similarly, AMS-Q reflects real life, in 

which few social situations are neutral and the ability to grasp the intentions, beliefs, desires, 

and emotions of others can be used in prosocial or antisocial ways. Indeed, people consistently 

use their mind-reading abilities to understand and even control another’s behavior by 

manipulating, teasing, or other antisocial purposes (Arefi, 2010). Likewise, mentalizing 

abilities can offer help and cooperation, care about others, and consider their feelings. AMS-Q 

is thus able to capture the nuances of social behaviors that require the use of ToM, effectively 

distinguishing between “nice” and “nasty” ToM behaviors and their emotional consequences. 

The AMS-Q demonstrated promising convergent validity as evidenced by correlations 

with validated measures of Theory of Mind and mentalization skills. The convergent validity 

of the AMS-Q was tested with the Eyes Test (ET; Baron-Cohen et al., 2001) which is considered 

to be an established measure of mentalization as it assesses adults’ ability to recognize the 

mental state of others using just the expressions around the eyes, which are key in determining 

mental states. The ET goes beyond merely assessing mentalizing abilities but assesses the extent 

to which people attribute mental states to others. This specificity made ET the ideal measure to 

correlate with AMS-Q because, although they have different purposes, both are based on the 

assessment of the attribution of mental states. As we expected, the AMS-Q subscales were 

significantly correlated with the ET, which means that the questionnaire is a valid tool that 

measures the attribution of mental states. Also, we found significant positive correlations with 

some scales of the Multidimensional Mentalizing Questionnaire (MMQ; Gori et al., 2021), a 

tool that assesses several core aspects of mentalization that, although all interrelated, concern 

relatively distinct capacities, such as cognitive-affective, self-other, outside-inside, and explicit-

implicit. The Reflexivity, Ego-Strength, and Relational Attunement subscales refer to 

“positive” and functional components of mentalization (Gori et al., 2021) and are correlated 

with AMS factors as they focus on understanding others, acquiring their perspective, and being 

able to tune into the emotional and cognitive states of others and deeply understand their 

experiences. These are necessary components of mentalization and subsequent attribution of 

mental states. Conversely, we found no correlations with Relational Discomfort, Distrust, and 

Emotional Dyscontrol subscales since they refer to failures and distortions and evaluate 

manifestations of non-mentalizing states, which are not specifically assessed in the AMS-Q. 

Furthermore, as predicted, negative correlations were found between the AMS-NP and AMS-

N and the construct of alexithymia; conversely, no correlations were found between the AMS-
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S and TAS-20 subscales. This is consistent as high scores in alexithymia indicate a difficulty 

in recognizing and attributing mental states; also, the AMS-S subscale assesses the ability to 

attribute sensory states while alexithymia can be defined as the inability to experience and 

identify emotions and reveals uncertainty about the emotional states of others and oneself.  

In line with previous results with children and adults (Di Dio et al., 2018, 2020a,b; 

Manzi et al., 2020b, 2021c), the present data also showed that AMS-Q can discriminate the 

attribution of internal states to humans from nonhuman agents. In fact, the AMS-Q was able to 

differentiate between the entities used in the present study: human, dog, and robot. The GLM 

analysis indicated a significant difference in the attribution of mental and sensory states, 

resulting in greater attribution to humans than to robots and dogs, except for sensory states, 

where the dog was the highest-scoring entity. As a matter of fact, dogs have more developed 

senses (e.g., smell) than humans and this finding further enhances the sensitivity of the AMS 

to pick up on differences in the attribution of states, reflecting reality. Instead, the robot, 

contrary to the human and the dog, was perceived as an entity with low psychological and 

sensory skills. Overall, these results are in line with previous studies (Di Dio et al. 2018, 

2020a,b; Hackel et al., 2014; Martini et al., 2016; Manzi et al., 2020b) reporting that different 

agents, or even the same agent with different characteristics (e.g., different types of robots; 

Manzi et al., 2020b), can evoke different – although diminished – attributions of human mental 

traits. Importantly, the tendency to attribute mental states to robots is also determined by factors 

such as people’s age, motivation, cultural background, and attitude toward robots, as well as 

the behavior, appearance, and identity of the robot (Marchesi et al., 2019; Thellman et al., 

2022). Likewise, in a recent study, Manzi and colleagues (2021c) showed that humans are 

particularly sensitive to the design of robots in terms of attribution of mental qualities; in fact, 

even when robots differ slightly in their physical appearance, the dissimilar design evokes 

different mental properties. Consistently, previous studies in which the AMS-Q was 

administered (Di Dio et al., 2018; 2019; 2020a; Manzi et al., 2020a) have shown that children 

attribute qualitatively different internal states to humans compared to robots, highlighting the 

sensitivity of the AMS-Q in capturing these differences. Moreover, correlational studies with 

the AMS-Q have identified those factors, i.e., the age (Di Dio et al., 2020b; Manzi et al., 2020b) 

and the human likeness (for a review, see Marchetti et al., 2018) can influence the perception 

of the minds of robotic agents. In this framework, the AMS-Q stands as a valuable questionnaire 

that can capture the individuals’ ability to evaluate the level of mental anthropomorphism of 

nonhuman entities, including animals (Urquiza-Haas & Kotrschala, 2015), inanimate things 

(e.g., robot: Di Dio et al., 2019; 2020a; Manzi et al., 2020a; 2021c), paranormal entities (Gray 
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et al., 2007), and even God (Di Dio et al., 2018); and provides interesting suggestions with 

respect to which factors may evoke different attributions of mental states. Therefore, the 

perception of the minds of living and nonliving beings has important implications. For instance, 

as Gray and colleagues (2007) have pointed out, there is a strong connection between the 

perception of mind and morality, such that attributing less mind to an entity also reduces its 

moral status, consequently affecting how people interact with that entity or agent. For example, 

the way people perceive and attribute mental states to others can lead to helping and praising 

or, conversely, denigrating and hurting. It may be concluded that the attribution of human 

mental traits (or the opposite dementalization) is predictive of attitudes (Urquiza-Haas & 

Kotrschala, 2015) and involve moral (Gray et al., 2007; Manzi et al., 2020c) and social 

evaluation processes (Kteily et al., 2016). Another advantage of the AMS-Q is that its data can 

be used flexibly in a variety of ways, as it allows for the investigation of the attribution of 

human mental states to nonhuman agents in order to assess the level of mental 

anthropomorphism. It may help explain the belief in God, the humanization of pets, and the 

attribution of responsibility to computers; and finally, it is a useful measure to identify which 

factors and conditions contribute to the increase or decrease in the process of mental 

anthropomorphizing. In conclusion, Dennett (1996) claimed that each mind is defined as such 

by the eye of the beholder, this is because it is individual perceptions that answer the question 

“what kind of things have a mind”. However, the AMS-Q has shown to be able to capture not 

only whether things have more or fewer minds but to explore their dimensions, capturing “nice” 

and “nasty” attributes and their emotional consequences. 

Conclusions and limitations 

Important conclusions can be drawn from the current study. The Attribution of Mental State 

Questionnaire (AMS-Q) has shown good psychometric properties; the rapid and easy 

administration of the measure allows a comprehensive assessment of the attribution of mental 

and sensory states to human and the comparison with nonhuman entities. Moreover, this 

research has highlighted the sensitivity of the AMS-Q in distinguishing between mental and 

sensory states, positive (or neutral) and nasty attributes and their emotional correlates, and in 

discriminating among agents in terms of mental states. The AMS-Q can be usefully adopted in 

research whose goal is to identify possible differences in the attribution of mental and sensory 

states between entities, using the human stimuli as baseline: the theoretical framework proposed 

here can provide important suggestions in the perception of nonhuman entities as more or less 
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mentalistic comparable to humans. The AMS-Q may also provide insight into the possible 

difference between age groups and the factors required for human mental traits to be attributed 

to nonhuman agents, further helping to delineate the perception of others’ minds.  

The study has some limitations that need to be acknowledged. Although the entire 

sample was of adequate size, there are significant differences in age, suggesting that the 

youngest may have greater weight in the analysis. In addition, our sample drew only from a 

nonclinical population.  

It is worth noting a gender difference in levels of mentalization, with females having higher 

mentalization abilities than males (Dimitrijevic et al., 2018; Focquaert et al., 2007). This gender 

effect could affect anthropomorphic attribution and thus the outcome of the questionnaire. 

However, this bias does not seem to compromise the structure of the questionnaire presented in 

the article. This was also confirmed by the multigroup CFA: most indices were close to the 

recommended cutoff values. However, replication with larger samples would allow higher 

levels of certainty regarding the underlying three-factor structure. 

Another limitation is to have used only two stimuli (dog and robot) to assess 

discriminant validity. However, our findings are supported by previous studies that indicate the 

sensitivity of AMS-Q to grasp differences in the attribution of mental and sensory states. It is 

important to note that the images we used were given as an example and were selected as 

representing the categories of living and non-living entities. AMS-Q is thought to be 

administered with a variety of stimuli, from animals to inanimate things, to paranormal entities, 

and even God. Thus, in future studies, stimuli different from those reported in this study can be 

administered, depending on the focus of the research question, always keeping human stimuli 

as baseline to assess the anthropomorphization of non-human agents. 

Despite the above limitations, for the present time, the AMS-Q seems well-positioned 

to fill the void in mental states attribution measures and appears to have the potential as a 

reliable and psychometrically valid questionnaire for research applications, worthy of further 

empirical investigation. Although future research with AMS-Q involving different clinical 

samples and investigating structure stability over time is needed, the results of the studies 

reported in this article provide preliminary evidence for its reliability and validity and highlight 

possibilities for its broader application.   
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Appendix 1 – Attribution of Mental States Questionnaire (AMS-Q) 

Answer the following questions using the scale provided: 1 No, not at all; 2 Yes, a little; 3 

Yes, quite a bit; 4 Yes, a lot; 5 Yes, a lot. 

 

No, per nulla 

Not, at all 
1 2 3 4 5 

Sì, moltissimo 

Yes, a lot 

 

Secondo te, l’essere umano può […]? 

In your opinion, can human beings [...]? 

 

AMS-NP AMS-N AMS-S      

Imparare 

Learn 

  1 2 3 4 5 

Pensare 

Think 

  1 2 3 4 5 

Ricordare 

Remember 

  1 2 3 4 5 

Decidere 

Make a decision 

  1 2 3 4 5 

Capire 

Understand 

  1 2 3 4 5 
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Sognare 

Dream 

  1 2 3 4 5 

Immaginare 

Imagine 

  1 2 3 4 5 

Divertirsi 

Have fun 

  1 2 3 4 5 

Voler bene 

Love 

  1 2 3 4 5 

Essere felice 

Be happy 

  1 2 3 4 5 

Avere intenzione di fare 

qualcosa 

Have the intention to do 

something 

  1 2 3 4 5 

Avere voglia di fare 

qualcosa 

Want to do something 

  1 2 3 4 5 

Esprimere un desiderio 

Make a wish 

  1 2 3 4 5 

 Dire una bugia 

Tell a lie 

 1 2 3 4 5 

 Fare uno scherzo 

Make a joke 

 1 2 3 4 5 

 Far finta 

Pretend 

 1 2 3 4 5 

 Essere triste 

Be sad 

 1 2 3 4 5 

 Avere paura 

Be scared 

 1 2 3 4 5 

 Arrabbiarsi 

Get angry 

 1 2 3 4 5 

  Udire 

Hear 

1 2 3 4 5 
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  Annusare 

Smell 

1 2 3 4 5 

  Guardare 

See 

1 2 3 4 5 

  Gustare 

Taste 

1 2 3 4 5 

Appendix 2 – Scoring: Attribution of Mental States Questionnaire (AMS-Q) 

The questionnaire is administered with images of a human silhouette (see above) representing 

baseline. Female and male images are administered across participants in random order, so that 

half of the participants will be presented with a female silhouette and half with a male silhouette. 

If the protocol foresees the presentation of a real human being, it is suggested to use a picture 

of that specific character instead. For example, if the participants are requested to attribute 

mental states to an experimenter, the silhouette image can be replaced with the picture of the 

experimenter. The questionnaire can also be used alongside other stimuli (living or non-living, 

e.g., images of God, an animal, an object, etc.). The items within the questionnaire must also 

be randomized. 

Calculate the average of the items: 

Mental states with neutral or positive valence (AMS-NP): AMS_1; AMS_2; AMS_3; AMS_4; 

AMS_5; AMS_6; AMS_7; AMS_8; AMS_9; AMS_10; AMS_11; AMS_12; AMS_13.  

Mental states with negative valence (AMS-N): AMS_14; AMS_15; AMS_16; AMS_17; 

AMS_18; AMS_19. 

Sensory states (AMS-S): AMS_20; AMS_21; AMS_22; AMS_23.  

Finally, as a practical suggestion, creating a single index, AMS-Q scores obtained when 

evaluating mental states attribution of non-human entities may be subtracted to AMS-Q scores 

for the human entity (using the silhouette image as in this validation or the image of a specific 

human being involved in a particular experimental design). Positive scores would highlight 

greater attributes to the entity as compared to the human being, whereas negative scores would 

pinpoint the opposite.  
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CHAPTER 5 

GENERAL CONCLUSION 
 

 

In an attempt to answer the question “What is a robot?”, Isaac Asimov wrote “A robot is a 

robot. Gears and metal, electricity and positrons, mind and iron! Human-made! If necessary, 

human-destroyed!”  (I. Asimov, I, Robot, 1950). Asimov succinctly captures the essence of 

what a robot is and provides a concise yet thought-provoking definition of a robot, highlighting 

its components, human origin, and the ethical considerations surrounding its existence and 

control. In a broader context, this quote captures the essence of what defines a robot as a 

technological creation with the potential for both great utility and significant ethical and societal 

issues. Today encounters with increasingly sophisticated social robots occur in real-life settings. 

As a consequence, the HRI discipline raises questions about how individuals perceive, 

communicate with, and interact alongside artificial agents. This is where the present thesis aims 

to get started. The core aim has been the study of social cognition. The investigation focused 

on the embodied components and cognitive aspects that underlie the understanding of others’ 

behavior and how they are intertwined across the developmental span. These mechanisms, 

which are responsible for interpersonal relationship processes, have been investigated in both 

human-human and human-robot interactions. To this end, the assessment of embodied and 

cognitive components has been translated to the interactions with robotic agents. This step has 

been critical in informing the theories that support Human-Robot Interaction (HRI) in terms of 

identifying the psychological factors necessary and/or sufficient to support the between humans 

and robots.  

 

Specifically, embodied cognition and social metacognition enable humans to make 

sense of each other’s behaviors. On one hand, the well-known mirror system enables us to 

internally simulate and directly experience others’ states, offering experiential insights into 

their sensations, actions, emotions, and intentions. On the other hand, people engage with one 

another by explicitly thinking about others’ mental contents through abstract representations, 

using these metarepresentations to interpret behaviors. These sophisticated psychological 

mechanisms provide the foundation for understanding and responding to others appropriately 

and contingently. Almost logically, these abilities are posited to underpin interactions with 

robotic entities. Throughout this thesis, I have endeavored to explore embodied cognition and 
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social metacognition in the context of human-robot interaction across different stages of life. 

Furthermore, during my Ph.D. journey, I have also argued that studying social cognition 

through the lens of HRI yields profound insights into human social cognition. 

 

The first study, “Action Chains and Intention Understanding in 3-6-Year-Old Children,” 

is part of a broader investigation into embodied cognition that aims to explore the mechanisms 

underlying interactions with robotic agents, both psychologically and physiologically. This 

study is a pioneering effort to indirectly study the activation of IPL neurons with mirror 

properties in preschool children. Remarkably, there are no studies in this age group that 

physiologically examine whether preschoolers can intentionally organize their actions and 

understand the intentions of others behind observed actions. The ability to understand the 

intention underlying actions of others is crucial in terms of social cognition since it represents 

a direct and experiential way to access the sense of individuals’ behaviors. Through the record 

of the opening-mouth muscle activity, we examined the ability to organize actions intentionally 

and understand the intentions behind the observed actions in 3- to 6-year-old children. Our 

results showed that preschoolers could select the appropriate motor chain intentionally during 

action execution, reflecting a physiological mechanism whereby, during the preparation of 

goal-directed action, there is an activation of the corresponding motor chain driven by the 

intention to perform a given action (e.g., grasp to eat). Whereas, during the observation of a 

given action, the chain mechanism shows a delayed activation, that is the muscle activation was 

found just a few milliseconds before the actual grasp compared to older children (6- to 9-year-

old) where the muscle activity was evident 100 milliseconds before. As a result, preschoolers 

show a delayed activation most likely because their intention coding mirror mechanism is not 

sufficiently developed to understand others’ intentions. The results of the study are of great 

interest not only because they contribute to fill a gap in the literature on the embodied 

understanding of intentions, but also because they provide a solid starting point for an 

exploration of the mechanisms that govern child-robot interactions.  

While the state of the art in HRI often emphasizes the importance of the kinematics of the 

observed robot actions, it is widely acknowledged that effectively managing complex relational 

dynamics depends on correctly interpreting the behavior of others. This is also true for 

interactions with robotic entities, where understanding their behaviors means analyzing all the 

components that define the action itself. In essence, the individual must understand what the 

robot is doing (the goal of the action), why it is performing a particular action (the intention 

behind the action), and how the action is executed, thereby conveying information about the 
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agent’s emotional state. This study, which delves into the “what” and “why” of actions – two 

key dimensions for understanding each other’s behavior – provides a fascinating starting point 

for investigating the embodied mechanisms that can be explored to facilitate successful 

interactions between preschoolers and robots. Subsequent research will further illuminate how 

embodied mechanisms may contribute to children’s engagement with robotic entities. 

The second study, “Shared Knowledge in Human-Robot Interaction (HRI),” 

investigated the role of robotic ostensive cues – such as eye contact, turn-taking, and appropriate 

contingent responsiveness – in communication between adults and humanoid robots. Drawing 

from developmental psychology, ostensive cues trigger a basic epistemic trust in the caregiver 

as a benevolent, cooperative, and reliable source of cultural information. Trust furthers the 

acquisition of shared knowledge without requiring rigorous scrutiny of the validity or relevance 

of the information conveyed. Thus, ostensive cues prepare the addressee of communication to 

receive new and relevant information. We found that ostensive cues play a primary role both in 

human-human and human-robot interactions. Interestingly, even when exhibited by robots, 

ostensive cues elicited a similar attribution of communicative intent in the addressee, making 

robotic social signals central in communication between humans and robots. We highlighted 

the importance of ostensive cues for effective human-robot communication, emphasizing that 

considering the robot as a social agent with communicative intentions is essential for engaging 

in successful interactions. This finding is important in light of HRI as it provides crucial input 

for practical applications. Specifically, our results support the safe integration of robotic agents 

in various educational contexts, spanning from infancy to elderhood. We have highlighted the 

critical role of ostensive communication when a robot conveys information to another 

individual. Thanks to ostensive cues, such as gaze shifting and using the individual’s name, a 

basic epistemic trust is developed, making the robot a reliable source of information and an 

effective communicative partner. This opens up possibilities for their efficient inclusion in 

educational settings. However, as our results show, humans do not place complete trust in what 

the robot conveys, or at least, robots are perceived as less reliable sources of information 

compared to humans. Robots can serve as mediators, tutors, and supportive figures in 

educational relationships; but the role they play in educational settings remains complementary 

and does not replace humans’ efforts.  

 

The third study, “Development and Validation of the Attribution of Mental States Questionnaire 

(AMS-Q): A Reference Tool for Assessing Anthropomorphism,” attempts to fill a void. From 
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a theoretical standpoint, the ability to infer and attribute mental states is a cornerstone of social 

cognition, underpinning smooth interactions. Furthermore, attributing a mind to another entity 

gives it the status of a social agent, a prerequisite for meaningful interaction. Methodologically, 

it becomes essential to have a tool capable of measuring the attribution of mental states to non-

human agents, including robots. Attributing a mind, and consequently thinking about and 

understanding the mental states of other entities in social situations, involves the social 

metacognitive capacity to navigate complex social interactions, as it allows individuals to 

interpret social cues, understand the perspectives of others, and adjust behavior accordingly. It 

contributes effectively to communication, empathy, and social problem-solving. Moreover, we 

found that the design of robots is critical in the attribution of mental states: even when the robots 

differ slightly in their physical appearance, the dissimilar design evokes different mental 

properties. Additionally, we pointed out a strong connection between the perception of mind 

and morality. The attribution of human mental traits or its opposite, de-mentalization, 

significantly predicts and impacts attitudes, moral judgments, and social interactions with 

entities or agents. For example, the way people attribute mental states to others can lead to 

helping and praising or, conversely, denigrating and hurting. For all these reasons, the 

Attribution of Mental State Questionnaire (AMS-Q) was developed and validated in an Italian 

population. The AMS-Q measures the attribution of mental states to non-human agents, thereby 

assessing the level of mental anthropomorphism. In addition, administering the AMS-Q in 

conjunction with other questionnaires may help to examine various social and demographic 

factors, such as age, gender, and attitudes toward technology, that may influence the attribution 

of mental states. This is important for determining idiosyncratic attitudes with regard to the 

mental capacities of robotic agents and helps experts in the field to understand in depth the 

nature of human behavior in connection with such agents, even in the function of variables and 

factors mentioned above.  

 

In conclusion, the three studies discussed in this thesis offer various insights. The 

lifespan perspective has allowed me to observe how the prevalence of embodied mechanisms 

underlies the understanding of the other’s behavior during infancy, supporting imitation 

processes. The subsequent development of cognitive skills fits into the matrix of mechanisms 

that enable understanding of the other through a more thoughtful analysis of the mental content 

of others on a contextual basis. The identification of the embodied mechanisms and cognitive 

processes that govern the understanding of others’ behavior has enabled the identification of 

some key factors that are suitable to support effective and functional interactions between 
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human and robotic agents. First, for interactions with humanoid robots to occur, the robot must 

be perceived as a social agent, which requires the attribution of a mind, i.e., ascribing mental 

states to robots. This virtuous circle is in turn influenced by the design of the robot, people’s 

technological attitudes, and the human interactive partner’s socio-demographic factors. At the 

same time, social signals, a crucial component in HRI, shape the perception of robots as 

effective communicative and trustworthy partners. Trust, shaped by attachment bonds and prior 

caregiver experiences, is a psychological component of considerable importance in establishing 

successful interactions with robots. Within this framework, social cognition stands as the 

privileged way to access the realm of robotic agents. Future research directions will delve 

deeper into the role of embodied cognition to uncover whether unconscious and automatic 

mirroring occurs during social interactions between humans and robots, leading to an internal 

simulation and direct experience of humanoids. 
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